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Abstract
In line with the advancement of Industry 4.0 which provides opportunities for the utilization of sensors and Machine Learning (ML) technology, make Predictive Maintenance (PdM) practices much easier. Regarding implementing PdM with ML, manufacturers need to provide data that supports the machine learning process. However, the majority of data is unlabeled and still requires manual labeling to support the learning process, which is risky, costly, and labor-intensive. Therefore, the current research uses the integration of Active Learning (AL) and Semi-Supervised Learning (SSL) to solve labeling problems and support PdM models with a better level of generalization. First, unlabeled multi-sensor data stored on the main server database and slight labeled data becomes the research sample. Second, the AL scheme selects the most valuable unlabelled samples, to label and add to the training data set. Third, the SSL scheme to optimize the data usage, using the remaining samples to be labeled. Finally, based on the augmented training data set, the fault diagnostic model is trained to support the failure class prediction. Regarding the selection of the ML algorithm, the result of trained Random Forest Classification (RFC) could predict a fault diagnostic model of approximately 99.85%.
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1. Introduction

The availability of production machines and equipment is one thing that needs to be considered to support the continuity of manufacturing process. According to Ran et al., (2019) the shutdown and unplanned downtime will disrupt the company's core processes and have the potential to cause losses and loss of reputation which is difficult to quantify. According to this, equipment maintenance practices are one of the policies that need to be prioritized in manufacturing. CKM Lee et al., (2017) and Susto et al., (2013) explain that machine maintenance strategies can be categorized into three types, that is Corrective Maintenance (CM), Preventive Maintenance (PM), and Predictive Maintenance (PdM). The technology revolutions and development of system complexity lead to the transition of machine maintenance management from CM to PM to PdM. In this case, PdM becomes a trade-off between the two strategies by optimizing the frequency of maintenance efforts and maintenance costs. Montero Jimenez et al., (2020) and Ran et al., (2019) state that PdM allows the lowest possible maintenance frequency to prevent unplanned CM without incurring excessive costs for doing too much PM. Chuang et al., (2019), Lande et al., (2019), and Sakib & Wuest, (2018) define PdM as a maintenance activity carried out by detecting the changes on physical condition of machines, that aimed for maintenance activities and maximizing tool life without increases failure risk, which seeks to understand that maintenance must be taken to delay the failure. In contrast to other strategic approaches, Jimenez-Cortadi et al., (2020) explained that CM more focused on machine
maintenance efforts after the engine was damaged (which possibly to cause excessive costs) and PM tries to determine preventive actions, such as periodically planned maintenance, to prevent the occurrence of breakdowns and unplanned maintenance (which possibly to do an excess or lack of maintenance schedule), while PdM works to achieve pre-failure interventions appropriately. PdM will predict future failure events and plan the right maintenance solution at the right time. So, by knowing which equipment that requires maintenance, maintenance practices can be better planned. According to Namuduri et al., (2020) and Ran et al., (2019), in the end, PdM activities will provide benefits such as reduced downtime, increased availability and reliability of equipment, reduced losses due to damaged equipment, reduced warranty costs, and reduced costs operation.

Jimenez et al., (2020) stated that the main idea of PdM is the management and the use of historical data to detect the trends or behavior to predict the equipment failure itself. According to Susanto & Kurniati, (2020) the success of implementing condition-based maintenance depends on the manufacturing ability to manage historical data information that comes from monitoring equipment conditions: In line with technological advances in Industry 4.0, monitoring equipment condition can be easier to do now. Santosa & Umam, (2018) also states that the availability of data in data mining (regarding to machine learning process) is an absolute thing, which comes from an object being observed, and in a data set itself represent the objects and their related features or attributes. Azar & Naderkhani, (2020) explain that the presence of sensors, networks, and integrated systems makes access to the acquisition, condition monitoring, and data storage easier. In this case, the sensors that can record equipment conditions in real-time, possibly to produce a very huge data (Big Data), which can support the implementation of PdM.

Coleman et al., (2017) showed that with the development of Augmented Intelligent and Augmented Behavior which developed event processing tools, data processing platforms, and analytic algorithms (i.e Machine Learning (ML)), were able to support PdM problem-solving although in complex systems. Orru et al., (2020) state that advances computational allow the application of ML algorithms to find correlations and identify patterns in complex (e.g multi-sensor) data and in large volumes (e.g Big Data), by using trained data to provide a reliable model. Saravanam & Sujatha, (2018) and Solhimrizaei et al., (2020) explain that ML is an AI technique related to the study, design, and development of algorithms, which can learn from data and make predictions on that data without making explicit programming. Adhikari et al., (2018), Bekar et al., (2020), and Saravanam & Sujatha, (2018) state that based on the way ML carries out the learning strategies, ML techniques are categorized into supervised learning, unsupervised learning, and semi-supervised. learning. Comprehensive research in PdM is commonly developed using various ML algorithm techniques, according to the problem cases condition.

The latest research on ML applications in PdM activities was carried out by Chen et al., (2019) for fault diagnostic activity on gearbox element objects that derived from vibration signals data, with Random Forest (RF) algorithm for classifier tool. This research provides insight in the form of an active learning (AL) scheme with a pool-based sampling scenario and an uncertainty sampling as a query strategy. The research proposed according to the limitations of labeled data for learning process and the opportunity to utilize the available unlabeled data. The AL scheme was proposed to facilitate the labeling process which is actually costly and requires a lot of manpower, in order to determine which sample data should be selected for labeling to support machine learning process. In this study, the RF algorithm was trained using training data to identify the gearbox element failure modes, and the learning was repeated until the desired model performance achieved. Based on the research, the application of this concept guarantees the improvement of fault diagnostic accuracy through the established fault pattern classification.

Another approach can use the integration of semi-supervised learning (SSL) and active learning (AL) for labeling problems and optimization of data usage. Ellefsen et al., (2019) and Youn & Kim (2012) explain that several previous PdM studies in the SSL technique can improve accuracy for fault diagnostic and prognostic problems. According to Le et al., (2016), the SSL approach is theoretically unquestionable and has been implemented successfully. However, Leng et al., (2013) stated that if the data set label for the machine learning process is too small to be the initial base for extracting the intrinsic elements of an unlabeled data set, it tends to produce a weak classifier model and cause errors in the training dataset. Thus, further research combines the SSL method integrated with AL to solve the labeling problem and support model generalization. Han et al., (2016), Huang et al., (2014), and Ren et al., (2020) explain that AL carries out a labeling process based on the lowest level of confidence to select the most informative and representative sample that has the potential to increase the performance model from the set of unlabelled data to be labeled by expertise. On the other hand, SSL at each iteration selects the sample with the highest level of confidence, to then added and automatically by machine annotators to predict labels without human involvement. However, if the initial model is weak, many of the predicted labels are incorrect, and caused the training data set to be biased. Therefore, a combination of AL and SSL methods can be used to form better prediction models, because AL was able to prepare the best training dataset to used by SSL in predicting unlabeled data.

This paper proposes the design development of AL and SSL integration in the context of PdM through the presence of Big Data. The structure of the paper is presented as follows. In Section 2, the related literature review is described.
The research method is described in Section 3. Case study and results of the evaluation approach in Section 4. Finally, conclusions are given in Section 5.

1.1 Objectives
The current research uses the integration of AL and SSL to solve the problem of labeling and optimization of data usage in support of the PdM model with a better generalization. Which is intended to obtain a predictive model for identifying future equipment failure classes to support the fault diagnostic process, which is applied to case studies in the cement processing manufacturing industry.

2. Literature Review
In the previous discussion, the semi-supervised learning (SSL) and Active Learning (AL) approaches are in a situation that demonstrated that a condition has less labeled data than unlabeled data. Both approaches try to use the information from the two data for the learning process to make predictions. The focus of these two approaches is to process the intrinsic elements in unlabeled data and to label the unlabeled data by considering the presence of labeled data. To reduce the workload of manual labeling, AL aims to find the most informative samples in the dataset that are not labeled at each iteration, then expertise will manually do labeling. Meanwhile, SSL aims to carry out the sample labeling process by the machine itself. Leng et al., (2013) describe the main characters of AL and SSL as follows:

1. AL in each iteration takes the most informative sample with the lowest level of confidence. The sample is then assigned to expertise for the labeling process. In this case, the human role is still involved during the training process. The selection of the most informative samples will improve model performance and can accelerate the convergence speed.

2. SSL on each iteration selects the sample that has the highest level of confidence, to add and machine-predicted labels without human involvement. However, if the initial model very weak, many of the labels were miss predictable and would result in the training data being heavily misinformation.

Leng et al (2013) stated that combining the SSL and AL methods could minimize the manual labeling efforts. Some AL and SSL integration concepts can start the process using the SSL approach first, then in the final phase use the AL approach, or another research use the AL concept in the initial phase and SSL in the later phase. Research by Kontonatsios et al., (2017) on the case of text classification to support citation screening, the initial phase begins with labeling a small sample randomly, then the SSL method (label propagation) is used for automatic labeling process, and the AL method is used in the end phase to carry out labeling on the remaining unlabeled samples. In contrast, in research conducted by Fazakis et al., (2019) in the Plethora Experiment, in which the integration method is carried out by developing AL to annotate unlabelled samples by interactively asking expertise based on various query strategies, until the last phase is trying to automatically perform labeling of unlabeled data by exploiting previously learned knowledge using SSL method, finally the model is created in both cases with the aim of application on unknown test cases. Similar research was also carried out by Camargo et al., (2020) in the case of biological data classification, the initial phase began with the AL method to select informative samples for labeling by expertise, then this labeled data was combined with the unlabeled data in the SSL method mechanism. This study proposed the integration of SSL and AL, with the AL implementation methodology first and then continued by SSL. The integration of the two approaches developed in this study is similar with the research of Fazakis et al., (2019) and Camargo et al., (2020). The AL approach is integrated with SSL, where expertise only labels the most informative samples according to the AL algorithm, while the remaining samples are automatically labeled by machine annotators with the SSL algorithm.

3. Methods
The PdM implementation primarily seeks to assess the health of the equipment and find detailed information regarding current or future failures through historical data analysis. Barraza-Barraza et al., (2014) and Jardine et al., (2006) stated that the activities in PdM include fault diagnostics, that include detection, isolation, and identification of failures that occur, as well as fault prognostics to predict future failures such as future degradation or potential failures and estimating the Remaining Useful Life (RUL) of equipment. The previous research conducted by Chen et al., (2019) was aimed at the fault diagnostic process, with supporting methods using AL based on a pool-based sampling scenario and an uncertainty sampling query strategy. In this regard, the current research develops a similar concept but by adding the integration of the AL strategy with SSL for a more optimal labeling process and optimally utilizing available data, in support of the generalization level and performance of the classifier model.
The steps for implementing AL and SSL integration can be seen in Figure 1. First, the multi-sensor machine data that is stored automatically on the main server database is used as raw data, also a small amount of data that has been labeled by expertise (oracle) as supporting data, which both is used as a research samples. Second, the proposed AL scheme selects the most valuable unlabeled samples, which are then labeled and added to the training data set. Third, the SSL scheme to optimize the extraction of information from data, selecting the remaining samples available for labeling. Finally, based on the formed training data, the predictive fault diagnostic model is trained to recognize the failure class mode. If the model performance still does not reach with the desired expectations, then hyperparameter tuning is carried out to determine optimal model parameter changes.

4. Case Study and Analysis
4.1 Case Study

This paper shows how the application of PdM with an active semi-supervised learning approach is carried out to support the fault diagnostic process. To demonstrate its application, it is shown by a case study conducted in a cement processing manufacturing industry. The integration concept was developed to solve labeling problems and support PdM models with a better degree of generalization. Real condition, show that the condition of each machine is monitored using sensor technology that installed on several equipments. The sensor is able to monitor and recording continuously machine activity in every 10 seconds. In this case, the historical data that is owned comes from multi-sensor data which is mostly unlabeled, with a large enough quantity. In addition, it also has limitations on labeled data, which is able to show normal output conditions and engine abnormalities according to the type of equipment.
failure on the available sensor data input. Information on sensors and machine support equipment are summarized in Table 1.

<table>
<thead>
<tr>
<th>Equipment</th>
<th>Name of Sensor</th>
<th>Numerical Code of Sensor</th>
<th>Fault Class Code</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>EP FAN</td>
<td>Sensor Speed EP FAN</td>
<td>533FN01U01S01</td>
<td>X1</td>
<td>RPM</td>
</tr>
<tr>
<td>ID FAN 1</td>
<td>Sensor Speed ID FAN 1</td>
<td>533FN02U01S01</td>
<td>X2</td>
<td>RPM</td>
</tr>
<tr>
<td>ID FAN 2</td>
<td>Sensor Speed ID FAN 2</td>
<td>533FN02U01S01</td>
<td>X3</td>
<td>RPM</td>
</tr>
<tr>
<td>Kiln Feed</td>
<td>Sensor Kiln Feed</td>
<td>541KF01A01F01X01</td>
<td>X4</td>
<td>Ton per Hours</td>
</tr>
<tr>
<td>Calciner</td>
<td>Sensor Temperature</td>
<td>542CL01N03T01</td>
<td>X5</td>
<td>Derajat Celcius</td>
</tr>
<tr>
<td>Maindrive Kiln</td>
<td>Sensor Speed Maindrive</td>
<td>543MD01U01S01</td>
<td>X6</td>
<td>RPM</td>
</tr>
<tr>
<td>Coal Feeder</td>
<td>Sensor Coal Feed</td>
<td>545RL03A01F01</td>
<td>X7</td>
<td>Ton per Hours</td>
</tr>
</tbody>
</table>

Based on the sensor data, the screening, processing processes, and analyzes are carried out according to the basic steps in the analytic data. In this study, to support the machine learning process to build a classifier model, used about 10% of the data that was successfully pre-processed, that around 213,847 data from 2,138,470 available data. Regards to the AL process mechanism, from the 400 oracle data that is owned, later the model will be given learning about 200 queries, as well as the achievement for AL labeling, namely 50 - 60 times the result of AL learning data. Based on the results of the research, only about 40 queries can produce an accuracy rate of about 73.55% in just one single execution. Because the parameters are still not as expected, it is enhanced by a pool-based sampling scenario using uncertainty sampling as a query strategy with Random Forest (RF) as the chosen estimator. Through this strategy, the scenario iterates as many as 200 queries. After a series of iteration processes are carried out, the accuracy at the 200th iteration reaches 86.80%, which this achievement can be used for the labeling process on 50-60x data. Figure 2 shows a graph of the progress in the accuracy of the results of the first to last iterations performed. The learning outcomes of the AL process were then able to predict around 13,847 unlabelled data. Thus, the number of labeled data that is owned is 14,247 labeled data, with details of 13,847 data from the AL process added by 400 oracle data.

Furthermore, the SSL process mechanism uses labeled samples from AL to process unlabeled data that is still available, which in the mechanism uses the label spreading method for the labeling of unlabelled data. In this case, the remaining 200,000 unlabeled data will transformed as a labeled data using based knowledge form the learning process of labeled data in AL process and the owned oracle data that have. The model is processed using {sklearn.semi_supervised.LabelSpreading} with the k-nearest neighbors (k-NN) estimator. After going through the addition of labeled data from the SSL process that was carried out, the number of labeled data that was owned was a total of 214,247 data, with details of the results of the AL learning process obtained by 14,247 data and 200,000 data. After the augmented training data set is formed through the AL and SSL learning process, then the development of a fault diagnostic prediction model is carried out using the distribution of 80% training data (for model learning) and 20% testing data (for testing data) from a number of 214,247 labeled data owned. Initially, the prediction model was built using the Support Vector Classification (SVC) algorithm selection, but as a comparison to find out whether there
are differences in results when using other algorithms, this study compares it with the the Random Forest Classification (RFC) algorithm. In addition, there are several scenarios used in modeling, that is SVC by considering data outliers and or by eliminating data outliers, and RFC by considering data outliers and or eliminating data outliers. The results of the research conducted show that the performance of the fault diagnostic classifier model that is formed shows a high enough achievement, approximately above 90%, and the achievement also has exceeded the desired expectations. The comparison of model accuracy levels is summarized in Table 2.

Table 2. The comparison of model accuracy level

<table>
<thead>
<tr>
<th>Code</th>
<th>Evaluation Status</th>
<th>Train Score</th>
<th>Test Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>SVC by considering outlier data</td>
<td>98%</td>
<td>97.92%</td>
</tr>
<tr>
<td>B</td>
<td>SVC with outlier data elimination</td>
<td>97.97%</td>
<td>98%</td>
</tr>
<tr>
<td>C</td>
<td>RFC by considering outlier data</td>
<td>100%</td>
<td>99.85%</td>
</tr>
<tr>
<td>D</td>
<td>RFC with outlier data elimination</td>
<td>100%</td>
<td>99.85%</td>
</tr>
</tbody>
</table>

In this case, to consider which model to be selected, an evaluation of the overall performance of the model is carried out to find out in how the classifier model was able to predict the target class of failure well. Evaluation of model performance using the classification report that is summarized in Table 3. Meanwhile, the results of the confusion matrix evaluation are presented in Figure 3 for the evaluation of model classifiers using SVC and Figure 4 for RFC models.

Table 3 Summary of evaluation classification report model fault diagnostic

<table>
<thead>
<tr>
<th>Code</th>
<th>Evaluation Status</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Precision</td>
<td>0.51</td>
<td>0.85</td>
<td>0.64</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.91</td>
<td>0.32</td>
<td>0.31</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>F1 Score</td>
<td>0.33</td>
<td>0.42</td>
<td>0.52</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td></td>
<td></td>
<td></td>
<td>0.98</td>
</tr>
<tr>
<td>B</td>
<td>Precision</td>
<td>0.53</td>
<td>0.86</td>
<td>0.65</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.81</td>
<td>0.32</td>
<td>0.32</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>F1 Score</td>
<td>0.34</td>
<td>0.42</td>
<td>0.53</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td></td>
<td></td>
<td></td>
<td>0.98</td>
</tr>
<tr>
<td>C</td>
<td>Precision</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>1</td>
<td>0.94</td>
<td>0.92</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>F1 Score</td>
<td>0.97</td>
<td>0.94</td>
<td>0.98</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>D</td>
<td>Precision</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.98</td>
<td>0.96</td>
<td>0.93</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>F1 Score</td>
<td>0.96</td>
<td>0.96</td>
<td>0.98</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

In this study, it is considered that it would be much more risky if the classifying model predicts no failure when in fact there is a failure occurred. Therefore, the model should have high recall performance. However, if both of the precision and recall values show the same high results, then the F1-Score assessment can be used as a consideration because the evaluation considers the harmonic mean of recall and precision. If the F1-Score has good evaluation results, it indicates that the classifier has good precision and recall. The comparison of the two evaluation methods shows that the overall RFC is superior to the SVC because the consideration of the F1-Score assessment indicates that the RFC is good enough with the achievement of both precision and recall.
Based on the results of the confusion matrix, the SVC classifier was able to predict the normal class well, but there are still many prediction errors in some machine abnormalities. Meanwhile, the RFC classifier was able to predict the normal class well with a few prediction errors to predict other machine abnormalities. Thus, from the results of the classification report and confusion matrix analysis, the RFC code D classifier was chosen as a prediction model for fault diagnostic.

4.2 Analysis
The development of the concept of active semi-supervised learning to support PdM activities in research provides an understanding that exploration and optimization of extracting data information are important. The proposed method is able to overcome labeling problems and support the development of a fault diagnostic prediction model with a good generalization level. Based on case studies in research, improving the quality of training data through the addition of data labeled to support learning process makes the model obtain the good predictions as well. In this case, to support the learning process of a better fault diagnostic model, through improving the quality of the training data, from the original 400 labeled data, then by using the AL and SSL processes, generate and produce labeled data about 214,247 labeled data that can be added. Thus, the classification model using the RFC algorithm is able to classify the failure class with an accuracy value of 99.85% on the evaluation of the test score and from the evaluation of the F1-score assessment which is based on the harmonic mean of the precision and recall values, indicating that the classifier has good precision and recall results with an average achievement of above 95%. In addition, in this study, it is preferable if the prediction model is able to predict a failure event, even though the actual failure does not exist, this is because it minimizes the risk of failure. Based on the results of the confusion matrix by using the selected model shows that if there is a 1x wrong predicted the normal class when actually experiencing a failure, but overall the model is able to guess the normal class well with only some wrong prediction to predict other engine abnormalities (i.e. Coal Feeder failure, EP FAN failure, ID FAN 1, ID FAN 2, etc).

In a previous study conducted by Chen et al., (2019) to validate the superiority and effectiveness of the proposed method, it was carried out by comparing the proposed AL learning method scenario with the supervised learning method. The study explained that as the number of samples selected by the proposed active learning strategy increases, the diagnostic accuracy is greater, indicating that the proposed active learning has the ability to select the most discriminating sample for failure diagnosis. In this case, the insights expressed are consistent with the results made in this study. In addition, with regard to the ability of AL when compared to the supervised learning method, Chen et al., (2019) comprehensively verified that the proposed active learning approach can obtain the best results compared to the supervised learning method. The supervised learning method has a failure diagnostic accuracy of about 70% -80%, on the contrary, all failure diagnostic results obtained by the proposed AL method have an average accuracy rate of about 80%, and the best results reach 90%, which means that it can correctly identify several fault mode on the object being observed. However, from the results of research conducted at this time, the learning process and the performance
achievement of the classifier model that was successfully formed were able to validate the effectiveness of using AL and SSL integration, with higher results when compared to previous studies. Based on the research results, the integration of the two learning methods can improve the quality of training data more optimally, and produce a fault diagnostic accuracy that is above 95%. Thus, the use of AL and SSL in failure diagnostics is able to solve labeling problems more effectively so as to optimize the use of data and support the development of prediction models with a good degree of generalization. In this case, this method plays a role in overcoming labeling problems, which can improving the quality of training data by the addition of data labeled to support machine learning process.

5. Conclusion
In this paper, we develop the concept of active semi-supervised learning (AL and SSL) to support PdM activities, especially for the formation of a fault diagnostic model that is able to recognize machine equipment failure modes. The main contribution of this research is to provide the development of research theories and methods through the integration of AL and SSL. AL learning makes expertise only performs labeling on the most informative samples, which can save on the labeling process and can improve the quality of better training data. Furthermore, from the unlabeled data that is still available, to optimize the extraction of information on the data. SSL learning is carried out, in which the labeling mechanism is carried out automatically by machine annotators without the involvement of expertise anymore. In addition, this study contributes to forming a failure diagnostic model more effectively and efficiently, as well as achieving a more accurate classification performance using only a small amount of labeled data. Thus, the integration of the AL and SSL approaches has advantages when compared to other ML strategies. In this case, with the implementation of the existing case studies, the effectiveness and superiority of the proposed method are proven, and the results show that this method can improve the accuracy of the fault diagnostic model by using a small number of labeled samples.
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