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Abstract  
 
With the advent of Industry 4.0, many physical systems are transforming into cyber-physical systems (CPS). As these 
CPS are connected to the internet, have a lot of vulnerabilities. There is a need to protect them from cyber-attacks. 
This is true across domains. Many cyber-attacks are being reported in the literature. These cyber-attacks had 
devastating effects. The cyber-attacks not only result in an economic loss but also resulted in the loss of effort and 
inconvenience. Hence a complete understanding of the type of cyber-attacks and predicting the behavior of intruders 
is very much important for protecting CPS. Though many cyber-attacks are reported across multiple domains, the type 
of attacks is unique about each domain. This makes solving security problems even more difficult. What is also 
observed from the literature review is that the security infrastructure that is available today may not be secure for 
tomorrow. This clearly shows the complexity of solving the security problems- Intrusion detection system(IDS). 
Hence, an effort has been made in this work to consolidate different types of attacks reported across multiple domains. 
This is valuable not only for academicians but also for researchers and practitioners, as this paper contains not only 
the work reported so far but also provides future directions for promoting further research in the area of intruder 
detection. 
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1.Introduction  
The main objective of designing an IDS) is to identify all types of suspicious network related traffic that cannot be 
identified by a normal firewall. Normally an IDS is consisting of components such as Console, Sensors, and Detection 
engine. Many industrial applications use different types of IDS. Different type of IDS differs by the type of sensors 
used, position of these sensory devices and the method used for the generation alarms by the detecting engine. 
Security-based solutions can be of two types- prevention-based methods and detection-based methods. Prevention-
based methods use encryption and authentication as means of protecting against possible attacks.  Detection-based 
methods are used when prevention methods fail. The detection methods are -Signature detection (Figure 1)- This 
technique use known patterns for detecting malicious traffic; Anomaly detection (Figure 2) - These detection 
techniques are designed in such a way that they can detect abnormal behavior in the system; Hybrid methods combine 
one or more methods. Certain type of IDS is passive in that security breach will be detected by an IDS sensor and the 
event is logged and will be reported on the console. In an intrusion prevention system, known as reactive systems, the 
IDS sensor will respond to the malicious work either by resetting the connection or by recoding the firewall, to block 
the network traffic from the suspicious source.  A worm is any malicious code that can replicate and spread on its 
own. A worm in the first step scans the given network for identifying any vulnerabilities. Then, the worm will exploit 
the weakness and finally attacks the network. 
  
An attempt has been made, in the following paragraphs, to capture not only the different types of cyber-attacks but 
also the techniques used for implementing intruder detection in different domains. Also, future research directions are 
provided for interested academicians, practitioners, and researchers. 
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Figure 1, Signature detection process 

 
Figure 2 Anomaly Detection Algorithm 

 
2 Literature Review 
 
2.1. Smart Grids 

Many researchers in the recent past have been working on protecting smart grids (Figure 3) by using wireless networks. 
Smart grids have been used for (i) power generation(ii) power transmission (ii) power distribution (iii) power 
utilization (iv) power monitoring and protection 

Proceedings of the International Conference on Industrial Engineering and Operations Management 
Sao Paulo, Brazil, April 5 - 8, 2021

© IEOM Society International 2978



Many researchers have proposed techniques for protecting smart grids. With the advent of Internet and ICT smart 
grids are becoming more efficient.  Smart grids can be protected by (1) Protection (2) Detection and (3) Mitigation. 
 

 
Figure 3. Elements of a Smart Grid 

 
One of the techniques used for protecting cyber-physical smart grids is encrypted communication channels (Saxena 
et al. 2016). The most commonly used detection mechanism is a statistical-based method (Yan et al. 2017) and non-
statistical based methods (Kurt et al. 2018). In these techniques, both space related and time related characteristics of 
the system are used for detecting cyber threats. Most cyber-physical smart grids are also provided with mitigation 
efforts for achieving a compromise between the system and the attacker to reduce the undesired impacts of cyber-
attacks (Tan et al. 2019). Sequential optimization is normally used to achieve the objectives. Many of these techniques 
have assumed fixed behavior from different attackers. This is a very unrealistic assumption. Cyber-attacks do vary 
from attacker to attacker. One of the biggest challenges in designing a system against cyber-attacks is that the attacks 
vary continuously from time to time (Wang et al.  2018, Agarwal et al. 2018, Chastikova et al. 2017, Chen et al.2014, 
Desnitsky et al 2016, Floreano et al. 2015, Kotenko et al. 2016, Kotenko et al. 2018, Kuliev et al. 2017, Mac et al. 
2016, Nojmol 2014, Perez 2018, Pshihov et al. 2018, Rogers 2015, Singh et al. 2017, Vatamaniuk et al. 2015, Yang 
et al. 2016). 
 
2.2 Nuclear power plants 

Physical protection of nuclear power plants (Fennelly 2016, Garcia 2005, Garcia 2007, Hochreiter 1997) serves as the 
first defense against physical intrusion.  Detailed guidelines are defined by nuclear regulatory authorities.  Host-based 
intruder detection systems (HIDS) are (Figure 4) increasingly used in nuclear power plants. HIDS consists of different 
types of sensors (e.g., microwave sensors, electric field sensors, infra-red sensors, etc.)  for detecting intruders as well 
as isolating the system from the outside. Earlier intruder detection systems required human intervention. These 
systems are limited by the capability of human operators. With the advent of vision systems, many researchers have 
started solving intruder detection systems and have successfully demonstrated intruder detection, classification, and 
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tracking. Many researchers have used both optical and thermal cameras for acquiring images for subsequent 
processing by intelligent intruder detection systems. This is because optical cameras have the difficulty in detecting 
intruders during night times and also when the intruder is not looking different from the background.  
 
 
 

 
 

Figure 4. Sensors used in Host-based Intruder detection System 
 
2.3 Camera system 

Literature has reported using SAMSUNG SCO-2120R optical camera, in addition to a thermal camera. Literature has 
also reported using a network video server (Figure 5) fitted with an IP filtering function for joining a network. To 
overcome tangential distortion due to the manufacturing process, Zhang (2000) proposed a calibration algorithm. In 
his research work, 26 chessboard images are taken from different perspectives for Camera calibration. In his research, 
the camera calibration algorithm computes distortion coefficients using the chessboard images. Then these coefficients 
are used for correcting camera distortion using the OpenCV function (Bradski et al. 2008). Different cameras used in 
a camera system would help in providing the different views or perspectives of a 3D object. Thus, all the views would 
complement each other in identifying a 3D object. In a 3D object recognition system, the accuracy of object 
recognition is very important.  Many researchers have been contributed for 3D object recognition. However, the 
robustness of the object recognition is not very robust and this is to be addressed for making the object recognition 
system very effective. 
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Figure 5. Working principle of a Camera Network 

 
2.4 Virtual Fence 

It is an imaginary line that differentiates the system or protected area from its surroundings. This can be set up by 
using a spline curve. The controlling points of the spline curve are set up by using the coordinates given by the 
operator. The operator normally uses a GUI for feeding the coordinates.  
The cubic spline function connecting two points (xi, yi) and (xi+1, yi+1) is given below. 
P(x) =  a𝑖𝑖(x − 𝑥𝑥𝑖𝑖)3 + 𝑏𝑏𝑖𝑖(x − 𝑥𝑥𝑖𝑖)2 + 𝑐𝑐𝑖𝑖(x − 𝑥𝑥𝑖𝑖) + 𝑑𝑑𝑖𝑖    (1) 
Intrusion detection is very much significant in the surveillance system. It is capable of identifying moving objects 
entering into the focus area defined by the virtual fence. The system is also capable of detecting moving objects in 
real-time. 

 
 

Figure 6 CNN-DL based Intruder detection model 
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During intruder detection, the moving object is classified as humans or animals. Le Cun et al. (2015) used deep 
learning for classifying moving objects. The Convolution Neural Network (CNN) (Figure 6) is also a type of deep 
learning algorithm. CNN does learn from the coefficients of the convolution filter uses relevant features for classifying 
images. Seung Hyun Kim et al. (2018) have proposed a CNN-based intruder detection algorithm for classifying 
moving objects. In their research work, they used six convolution layers. The detection algorithm extracts a feature 
that is unique for a given image. They used a training image database of ten categories of human intruders as well as 
animals. The training database consisted of 5000 images in each class. Thus, there were 50000 images. Most of the 
intruder detection is done using the OpenCV library and Caffe (Jia et al. 2014). 
 
One researcher has implemented a virtual fence utilizing a graphical user interface. A virtual fence will differentiate 
areas under surveillance from external areas. One research work (Jia et al.  2014) has been reported to have identified 
the moving objects in the background by using a convolution neural network (CNN). The researcher also tried to 
classify moving objects like animals or intruders. The HIDS are normally designed in such a way that whenever an 
intruder is detected while crossing the virtual fence, an alarm is prompted. It was reported in one research work that a 
Virtual fence was implemented as a spline curve (Knott, G.D., 2012) having control points defined using a graphic 
user interface by an operator. In another research, deep learning was used for classifying moving objects. Deep 
learning (LeCun et al. 2015) was implemented using a computational model consisting of many layers. Particle filters 
are used for intruder behavior identification. A particle filter is a simulation-based technique. It uses Bayesian 
probability distribution. It gives good results not only for linear but also for non-linear environments.  
 
One of the objectives of Intruder detection is to increase the accuracy of intruder identification. To address the 
limitations of HIDS, a researcher has proposed an intelligent intruder detection system that will improve the reliability 
and efficiency ID in nuclear power companies. This scheme makes use of  two cameras and deep learning technologies 
for tracking intruder behavior detection. 
 
2.5 Cross border intruder detection 

Jagdish et al. (2016) have explored border intruder detection in hilly regions and dark environments. To protect from 
intruders, video surveillance systems are increasingly being used. This way researchers have demonstrated identifying 
suspicious activities. But these systems have certain limitations. Though the sensors used for intruder detection, along 
the border, work well they sometimes give false alarms to the security personnel. This may be due to the intrusion by 
wild animals or foliage. This shows that not only intruder detection is important but also intruder classification is 
equally important. Identifying human intruders is very difficult because of their dresses, sizes, and heights. Vittal et 
al. (2010) in their research used thermal cameras for intruder detection. These thermal cameras were connected to an 
image processing system. During operation, these thermal cameras are used to scan the border area and send images 
to the digital image processing system. By using the images, the system detects intruders. The system however has a 
limitation in that it cannot differentiate between animals and human intrusions. Barry et al. (2007) have used radar 
systems for intruder detection (Figure 7). 
 

 
Figure 7 Working configuration of Intruder detection system 
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Literature shows that many researchers have started using Microsoft Kinect for human intruder detection as it is readily 
available and provides depth information about the human body (Bengalur et al. 2013, Pisharady et al. 2013, Raheja 
et al. 2011). Jagadish Lal Raheja et al. (2015) have used Microsoft Kinect, which uses an SDK, an infra-red camera 
for human intruder detection. They extracted skeletal images of humans during human intruder detection. This 
approach does not require any illumination. Also, the authors have claimed very high recognition rates (88.33%) in 
intruder detection. They have suggested that improved training would result in improved classification. They have 
also claimed that improved accuracies are obtained in the case of walking and bending. 
 
Multi-wavelength laser scanning techniques are being used for the classification of materials with camouflage. The 
material may have multiple patterns embedded in the fabric (Kavitha et al. 2012). They used specimens consisting of 
leaf, black fabric, wood, PVC material, the bark of wood in testing their prototype. In the experimental setup, they 
had used a CCD camera, laser module, and optical system. Their experimentation results indicate that the prototype 
system is capable of discriminating camouflage materials at a distance of 6 meters. They had measured spectral 
response from camouflage materials. They measured slope values of spectral responses of different materials which 
served as discriminating features for classifying materials with camouflage. 
 

 
 

Figure 8 Vulnerabilities in a wireless network 
 
Suvendu Kumar et al. (2016) have designed a barrier coverage algorithm by using microwave sensors and directional 
camera sensors, to identify the intruder. Here, microwave sensors are used for detecting the movement of an intruder 
(Figure 8). When the sensors are installed along the borderline, a vast amount of data will be generated and this cannot 
be handled by a traditional database platform. In this context, Big data analytics will become very useful. Big data 
would help in handling volume, variety, velocity, and value. A big data system is also capable of handling unstructured 
data generated by camera sensors. Here velocity means speed of data creation by camera sensors. Here, variety refers 
to the different format data coming from heterogeneous sensors. Here, value means useful information that can be 
extracted by data. 
Many researchers have been working on barrier construction algorithm (Dean et al. 2008; Hoseini et al. 2012). The 
main limitation of these techniques is that they take more time for detecting intruders. 
 
2.6 Big-Data-based architecture for Intruder detection. 

The architecture consists of the following layers (Figure 9): Wireless network layer: The layer where sensors were 
deployed for data collection from barrier from time to time; Big data analytics and storage layer: Provides the support 
for performing processing, analysis of huge data as well as helping in the detection of intruders; Cloud layer: provides 
facility for storage for huge data with scalability and fault tolerance. 
 
Researchers have claimed that this architecture achieves efficient results regarding analysis, storage, and also 
performance in intruder detection. The researchers have also studied the performance of a system using the CloudSim 
simulator. The researchers have also studied the effect on storage cost by using the number of servers ranging from 
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30-50. When the size of data, coming from camera sensors, increases, using a single server will take more data 
processing time. In such scenarios, it is advisable to go for the parallel processor. The size of the data may be as huge 
as 100GB. Researchers have used spark workstations fitted with the graphic processing unit. It is also observed that 
packet size will also influence the processing performance of data centers. Researchers have also studied throughput 
by having the number of servers. Researchers have also studied the %CPU utilization with data size and the number 
of data centers. It was observed that for a given data size, increasing the number of data centers will bring down the 
%CPU utilization, due to over distribution. Many researchers have worked on storage cost optimization. It is also 
observed that by using both CPU and GPU the processing time can be 18.6 faster compared to only the SPARK 
platform. 

 
Figure 9. Big Data-based IDS architecture 

 
Thus, it is seen how Big data analytics help in the processing of huge data coming from camera sensors. It is also seen 
that Big data analytics is responsible for processing and analyzing the data for detecting intruders. Researchers have 
developed schemes for detecting intruders with increased accuracy. Thus, it minimizes the occurrence of false alarms. 
It is also observed that the Intruder data is stored in the cloud for future reference. It is also shown how 24X7 border 
surveillance is made possible by using camera sensors and Big data analytics. The minimum classification accuracy 
of intruder detection and animal is reported is 90% and 72% respectively, when related to AlexNet (Krizhevsky et al. 
2012). The minimum classification accuracy of intruder detection and animal is reported is 93% and 80% respectively, 
when compared to Google Net (Szegedy et al. 2015). 
 

 
Figure 10. The relative progress of research in different domains about intruder detection 
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3 Conclusion 
With the advent of Industry 4.0, many types of equipment used in manufacturing and other domains are being 
transformed into cyber-physical systems. These cyber-physical systems are highly vulnerable to cyber-attacks. As 
they are exposed through the internet. Thus, they require protection from cyber-attacks. Many researchers have been 
working on intrusion detection techniques for protecting these cyber-physical systems. The types of cyber-attacks are 
unique to each domain. Hence, an attempt is made in this research work to portray the different cyber protection 
schemes implemented in (i) Smart Grids (ii) Nuclear Power Plants (iii) Cross Border Intruder detection. Figure 10 
shows the research progress in different domains about intruder detection. As can be seen from figure 10, much work 
has been done in the area of smart grids. Much work remains to be done in other areas. With the advent of Big-data 
analytics and cloud-based wireless sensor networks, data capture, data storage, analysis, and decision making have 
become more efficient. Researchers have claimed that this architecture achieves efficient results regarding analysis, 
storage, and also performance in intruder detection. The researchers have also studied the performance of the system 
using the CloudSim simulator. The researchers have also studied the effect on storage cost by using the number of 
servers ranging from 30-50. One of the objectives of Intruder detection is to increase the accuracy of intruder 
identification. To address the limitations of HIDS, a researcher has proposed an intelligent intruder detection system 
that will improve the reliability and efficiency of IDS in nuclear companies. This scheme make use of two cameras 
and deep learning technologies for tracking intruder behavior detection. When the size of data, coming from camera 
sensors, increases, using a single server will take more data processing time. In such scenarios, it is advisable to go 
for the parallel processor. The size of the data may be as huge as 100GB. Researchers have used spark workstations 
fitted with the graphic processing unit.  
 
Most cyber-physical smart grids are also provided with mitigation efforts for achieving a compromise between the 
system and the attacker to reduce the undesired impacts of cyber-attacks Sequential optimization is normally used to 
achieve the objectives. Many of these techniques have assumed fixed behavior from different attackers. This is a very 
unrealistic assumption. Cyber-attacks do vary from attacker to attacker. One of the biggest challenges in designing a 
system against cyber-attacks is that the attacks vary continuously from time to time. Though many researchers have 
been working, over the years, in designing effective intruder detection algorithms, much work needs to be done in 
enhancing the security level offered by intruder detection schemes. Also, it is observed that there is a need to improve 
the detection accuracy, detection speed, and robustness of the detection algorithms. Also, there is a need for further 
reduction in the costs of hardware such as thermal camera and Vision camera to make the intruder detection system 
more economical. This would enable the Intruder detection schemes to be used in other domains as well. As of today, 
Intruder detection systems are being used only in few domains. There is a wide scope for implementing intruder 
detection systems in aerospace, shipbuilding, construction, hospitals, agriculture, textiles, banking, and other non-
manufacturing industries as well. There is a wide scope for using a heterogenous swarm of cyber-physical systems for 
both intruder detection as well as monitoring the intruders. There is also a wide scope of using robotic swarms for 
monitoring and detecting intruders. The trend is intellectualization and integration with multiple sensors to enhance 
the overall security of the cyber-physical system.  
 
To meet the security-related challenges of today’s industries, there is a need for designing and developing a 
heterogenous swarm of cyber-physical systems, for comprehensively understanding the state of the given system. 
Also, there is a wide scope for introducing the evolutionary features inherent in the biological systems. Thus, interested 
researchers may use an artificial intelligence-based heterogeneous swarm of cyber-physical systems, for addressing 
or addressing the security problems of industries. Many use cases will have to be demonstrated by researchers 
regarding crisis management and monitoring industrial premises by using robotics swarms.  
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