Using Machine Learning to Assess Solar Energy Grid Disturbances
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Abstract
Energy generation, sources and distribution methods have been continuously evolving over the past decade. With the increased efficiency associated with solar energy production and distribution, local homeowners have also assumed the role of energy generators, even getting credit for access electricity supplied to the grid given the policy around net-metering. When planning their energy distribution frameworks, electricity providers have to take these changes in energy consumption and generation into account. However, little is known about how solar energy systems impact the demand and supply of grid electricity managed by utility companies. This study proposes a new approach to solar energy predictive modeling which combines machine learning and a variety of publicly available data sources to predict site-specific temperature and solar irradiance (the two primary “missing ingredients”). The preliminary findings show a decreased error when using the new approach (near-future data) in comparison to the traditional approach (historical data) for predicting solar energy generation. As the adoption of solar energy increases, so will potential disruptions to the grid. These preliminary findings show the potential for aggregating individual site-specific predictions to the regional level for the purpose of estimating area-specific solar energy disturbances and moving efforts towards predictive grid optimization.
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1. Introduction
1.1 Problem Identification
With the increased efficiency associated with solar energy production and distribution, local homeowners have also assumed the role of energy generators, even getting credit for access electricity supplied to the grid given the policy around net-metering. Currently, 40 states plus DC and 4 territories of the United States have net-metering programs or laws (DSIRE, 2020). When planning their energy distribution frameworks, decision makers (Regional Transmission Organizations, Independent System Operators, Electric Markets, and Utility Companies) have to take these changes in energy consumption and generation into account. However, little is known about how solar energy systems impact the demand and supply of grid electricity managed by utility companies.

1.2 Current Approaches to the Problem
Various approaches have been proposed for the predictive maintenance of photovoltaic systems, including manual diagnostics, failure modes, and effects analysis, machine learning, and analysis of real-time sensors (L. B. Bosman, Leon-Salas, Hutzel, & Soto, 2020). Climatic variations significantly affect the energy produced by photovoltaic systems causing voltage variations and low quality in energy production (Ghiani, Pilo, & Cossu, 2013; Kalogirou, 2001; Obando, Carvajal, & Pineda, 2019). Solar irradiance is one of the critical variables to predict the production of photovoltaic energy; currently, there are various methods and models to forecast solar irradiance. One way to forecast
solar irradiation is through numerical weather prediction methods. There are regional or global mathematical models that use current weather conditions to predict the weather for a given zone (Krishnamurti, 1995; Reikard & Hansen, 2019). According to West et al. (2014), movement patterns and numbers of clouds in the sky are a critical factor in predicting irradiance. Physical techniques use satellite imagery as another model to generate data on the movement of clouds. With the cloud movement data, models can predict solar irradiation in the short term, up to 6 hours ahead (Arbizu-Barrena, Ruiz-Arias, Rodriguez-Benítez, Pozo-Vázquez, & Tovar-Pescador, 2017).

Statistical models have been widely used for the forecasting of variables. Mainly, time series have shown excellent performance when historical data needs to be collected at short time intervals for predicting irradiance (Reikard & Hansen, 2019). On the other hand, Box-Jenkins-based autoregressive methods are the most widely used models for short-term prediction of solar irradiation. The method is statistically reliable in predicting meteorological variables. The ARMAX and ARIMAX models are the most used for the prediction of solar irradiance due to the flexibility that the technique has to model complex patterns (Bin Shams, Haji, Salman, Abdali, & Alsaif, 2016).

1.3 Gaps in Current Approaches

Traditional models based on linear models do not consider the stochastic behavior of variables that can affect the prediction of solar irradiance (Zeng & Qiao, 2013). The use of machine learning models is proposed to solve this problem (Husein and Chung, 2019). Mellit and Pavan (2010) propose three approaches to use machine learning in predicting solar irradiation: (1) represent solar irradiation as a function of meteorological variables; (2) predict irradiance using historical data; (3) a combination of both approaches. Currently, the most widely used machine learning techniques for predicting solar irradiation are feed-forward neural networks, recurrent neural networks, and support vector machines (Husein & Chung, 2019).

Another of the critical variables in the prediction of the performance of photovoltaic systems is the ambient temperature and the cell temperature. The temperature around the cell is a crucial parameter that significantly impacts the performance of photovoltaic systems (Routh et al., 2012). It is critical to have as input data a forecast temperature to control the operation of photovoltaic systems (Ramakrishna, Bernstein, Dall'Anese, Scaglione, & Ieee, 2018). The efficient prediction of ambient temperature is essential for decision-making in the management of photovoltaic systems and the characterization of the systems (Chaabene & Ben Ammar, 2008). Ambient temperature is a critical parameter for predicting the behavior and performance of solar systems (Hassan, Youssef, Mohamed, Ali, & Hanafy, 2016; Hernandez, Gordillo, & Vallejo, 2013). Currently, machine learning models are the most used to predict ambient temperature (Ferreira, Gomes, Martins, & Ruano, 2012). Module temperature plays a crucial role in predicting energy production in a photovoltaic system (TamizhMani, Ji, Tang, Petacci, & Osterwald, 2003). According to Ju et al. (2013) the cell temperature is directly related to the performance of the photovoltaic module. In the literature, there is a comprehensive set of models and techniques to estimate the cell temperature: Analytical models, empirical models, and machine learning models.

1.4 Proposed Solution and Motivation for the Study

The goal of the research is to use machine learning of OFF-SITE weather parameters to predict ACTUAL ON-SITE solar irradiance and ambient temperature. Practically speaking, we would like to be able to watch the news (or lookup weather predictions) based on nearby weather stations and use that information to forecast weather ON-SITE. When the solar irradiance and ambient temperature are accurately estimated, expected power can be simply calculated based on a formula (Lisa Bosman, 2014; L. Bosman & Darling, 2016; L. B. Bosman & Darling, 2018). Solar energy system performance for fixed flat-plate panels can be calculated using Equation 1 (Dobos, 2014), including the given variables.

\[
P_{\text{mod}} = \frac{I_{m}}{I_{0}} \cdot P_{\text{DC}} \cdot [1 + \gamma \cdot (T_{M} - T_{0})] \cdot \delta
\]

- \(P_{\text{mod}}\) = module estimated AC power generation, W
- \(I_{m}\) = module plane-of-array irradiance, W/m²
- \(I_{0}\) = STC solar irradiance, W/m²
- \(P_{\text{DC}}\) = module rated maximum DC power, W
- \(\gamma\) = module temperature coefficient, %/°C
- \(T_{M}\) = module temperature, °C
- \(T_{0}\) = STC temperature, °C
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Within Equation 1, the greatest uncertainty, resulting in the greatest solar energy estimation inaccuracies, is limited to two variables including $I_M$ (module plane-of-array irradiance, W/m²) and $T_M$ (module temperature, °C). Currently, for the purpose of prediction, the module plane-of-array irradiance (W/m²) and ambient temperature, used to estimate module temperature (°C), are commonly derived from TMY (Typical Metrological Year) data (Wilcox & Marion, 2008). TMY data sets are commonly used to design renewable energy performance models. However, the data sets are not interchangeable due to the variation in data structures and variables collected (Hong, Change, & Lin, 2013). The TMY data sets offer hourly values of solar irradiance and meteorological parameters for 1-year periods for locations within the United States and existing territories. Because of the “typical” nature of the data sets, they are not designed for worst-case conditions or even present day scenarios, and are commonly limited to major cities within the United States. As this is a conference proceeding, this study is limited in scope and will show how machine learning can use local weather station data to predict on-site temperature. Future work will integrate solar irradiance prediction. Figure 1 shows the overall purpose of the research. The first step is to obtain real-time data from weather stations. Subsequently, the data from the weather stations will be used for the on-site forecast of variables as temperature. Having predictive models for variables on-site will allow predicting solar electricity production. In the future, data from different resources will help electricity providers to level the demand and supply.

![Figure 1: Purpose of research is to use local weather station data to predict near-future weather parameters](image)

2. Methods

The researchers propose a new approach to solar energy prediction which combines machine learning and a variety of data sources. A data set of power production and real-time weather was collected from the College of Menominee Nation’s Solar Energy Research Institute through the Sunny Portal and Enphase Energy interface. Also, local historical weather was downloaded from Dark Sky and World Weather Online. The data set consists of 5 years’ worth of data from the start of May 2014 to the end of May 2019 at hourly increments. This data set is complimented with NREL’s PVWatts for the purpose of comparison.

The College of Menominee Nation’s Solar Energy Research Institute (SERI) was established in 2014 and consists of two main systems, a 3.0 kW micro inverter system and a 13.2 kW central inverter system, in addition to performance and weather data collection systems. The 3.0 kW micro inverter system was installed in mid-April 2014 and consists of twelve 250 W Solar World standard crystalline silicon panels each with its own Enphase micro inverter. The panels are positioned at a fixed tilt on a metal roof 6/12 pitch of 26.56 degrees at a south facing orientation of 180 degrees. The 13.2 kW central inverter system was installed in mid-September 2014 and consists of two SMA central inverters and forty-eight 275 W Solar World standard crystalline silicon panels. The panels are positioned at a fixed tilt on a metal roof 6/12 pitch of 26.56 degrees at a south facing orientation of 180 degrees. The performance related data collection includes individual solar energy panel generation and inverter output in 1-hour time increments. The weather related data collection is also available in 1-hour time increments and includes plane-of-array solar irradiance, module temperature, ambient temperature, wind direction, and wind speed.
World Weather Online offers a free weather API to access unlimited historical data and up to 5 days forecast weather data. It has its own weather forecasting model which integrates algorithms and data from (1) European Centre for Medium-Range Weather Forecasts, (2) World Meteorological Organization, (3) NASA weather satellite imagery, (4) NOAA GFS2 model and (5) JMA research models. DarkSky offers a free weather API developed using a wide range of data sources to including (1) NOAA, (2) Canadian Meteorological Center, (3) German Meteorological Center, (4) Icelandic Meteorological Center, and (5) EUMETNET's Meteoalarm weather alerting system. DarkSky offers both forecasts and historical data in 1-hour increments.

PVWatts was developed in 1999 by National Renewable Energy Laboratory, and is the standard industry tool used to estimate PV system energy production and resulting cost of energy (Darling, You, Veselka, & Velosa, 2011). Upon identifying a location to get started, the user must enter System Info, including DC System Size, Module Type, Array Type, System Losses, Tilt, and Azimuth. NREL offers an API website to assist in the development of a software application for model analysis using larger data sets. The results provide a monthly and hourly breakdown of AC energy production and the associated AC energy value. The TMY2 data set for Green Bay, WI, location ID 14898, was used because it was the closest location to the test facility in Keshena, WI.

3. Results and Discussion

The data comprise of 43684 samples and 78 variables including the binary encoding of the categorical independent variables. The inferential analysis shows that four independent variables are highly correlated with the response variable, ambient temperature. These variables are temperature with correlation coefficient of \( r = 0.963 \), heat index \( r = 0.963 \), dew point \( r = 0.901 \), wind chill \( r = 0.957 \). Detail analysis of coefficient of determination \( (r^2) \) shows that the four predictors combined result in \( r^2 \) of 0.932, which essentially equivalently explains the variability in the response variable compared to all the 77 predictors with \( r^2 \) of 0.935. For the purpose of this paper, the temperature variable with \( r^2 = 0.927 \) is utilized to illustrate the selection of a predictive model by using machine learning technique. Since the underlying response variable is a continuous variable, regression model is proposed as the predictive model selection domain. The regression equation consisting of all the predictors is given as follows:

\[
\text{Ambtemp} = 14.82 + 1.0194 \text{Temp} - 0.09093 \text{Windspeed} - 0.2464 \text{Precip} - 0.06274 \text{Humidity} - 0.0308 \text{Visibility} - 0.00755 \text{Pressure} - 0.00442 \text{Cloudcover} + 0.1341 \text{Heatindex} + 0.0623 \text{Dewpoint} - 0.2700 \text{Windchill} + 0.01560 \text{Windgust} + 0.1239 \text{Feelslike} + 0.3300 \text{UIndex} + 0.0 \text{Wind16point_E} - 0.137 \text{Wind16point_ENE} - 0.055 \text{Wind16point_ESE} - 0.034 \text{Wind16point_N} + 0.112 \text{Wind16point_NE} - 0.019 \text{Wind16point_NNE} + 0.165 \text{Wind16point_NNW} + 0.088 \text{Wind16point_NW} - 0.01560 \text{Wind16point_NW} + 0.003 \text{Wind16point_NW} + 0.251 \text{Wind16point_S} - 0.0952 \text{Wind16point_SSW} + 0.1715 \text{Wind16point_W} + 0.0365 \text{Wind16point_WSW} + 0.0 \text{Weathercode_113} + 0.2582 \text{Weathercode_116} + 0.5934 \text{Weathercode_119} + 0.557 \text{Weathercode_122} + 0.478 \text{Weathercode_143} + 2.303 \text{Weathercode_176} + 6.51 \text{Weathercode_179} + 0.47 \text{Weathercode_182} + 0.221 \text{Weathercode_200} - 0.109 \text{Weathercode_227} + 0.506 \text{Weathercode_230} + 0.684 \text{Weathercode_248} + 0.890 \text{Weathercode_260} - 0.129 \text{Weathercode_263} + 0.034 \text{Weathercode_266} + 0.62 \text{Weathercode_281} - 1.365 \text{Weathercode_284} + 0.205 \text{Weathercode_293} + 0.394 \text{Weathercode_296} + 4.597 \text{Weathercode_299} + 0.187 \text{Weathercode_302} + 3.401 \text{Weathercode_305} + 1.718 \text{Weathercode_308} + 1.958 \text{Weathercode_311} - 0.456 \text{Weathercode_314} + 0.172 \text{Weathercode_317} + 0.564 \text{Weathercode_320} + 1.408 \text{Weathercode_323} + 0.803 \text{Weathercode_326} + 1.383 \text{Weathercode_329} + 0.587 \text{Weathercode_332} + 0.259 \text{Weathercode_335} + 0.525 \text{Weathercode_338} + 0.246 \text{Weathercode_350} + 0.560 \text{Weathercode_353} + 1.163 \text{Weathercode_356} + 0.219 \text{Weathercode_359} + 3.26 \text{Weathercode_362} + 4.949 \text{Weathercode_368} + 3.544 \text{Weathercode_371} + 1.961 \text{Weathercode_386} - 0.611 \text{Weathercode_389}
\]

The selection of a predictive model lies in minimizing the expected mean square error (MSE) of the candidate models, where the MSE is the square of the difference between the true value and the predicted response of the given data. The MSE is composed of three terms: the variance, the squared bias, and the square of the inherent error. The inherent error is irreducible; the variance and bias are reducible errors. Variance is the extent of change in a predictive model if a different dataset was used for training the model. It is common that training a predictive model on different datasets gives different MSE values. However, the difference is not significant if the model has low variance. For a model that
has high variance, small change in training data will cause large shift in the trajectory of the predictive model. High variance in a model is generally due to overfitting the dataset by using a flexible predictive model such as high degree polynomial regression. On the contrary, bias error is the reflection of the use of an overly simplified rigid predictive model. High bias is related to a large gap between the predictive model response and the true value of the response. Minimizing the bias-variance trade-off is not a trivial task since bias decreases as variance increases and vice-versa. Resampling methods such as cross-validation techniques are commonly deployed to evaluate the MSE by balancing the trade-offs.

Experiments are run on four cross-validation approaches and six predictive models. The predictive models are polynomial regressions of degree 1, 2, 3, 4, 5, and 6. The cross-validation approaches are leave one out cross validation (LOOCV), 2-fold, 5-fold, and 10-fold. In LOOCV, all but one sample are used to train the predictive model; the model is tested on the left-out sample. The samples are divided into halves in 2-fold approach, where one-half is used to train the model and the other half is for testing. In 5-fold, the samples are divided into five equal portions; 80% is used to train the model and 20% for testing. The 80% to 20% approach is repeated until all folds are covered. The 10-fold approach is similar to 5-fold other than that 90% is used for training and 10% for testing.

Figure 2 and 3 depicts the performance of the expected MSE experimental results on the test datasets. An MSE result data point in each graph represents the expected value of a predictive model’s performance on a test dataset; the training and testing datasets are randomly selected for each run. The predictive model developed (trained) by 2-fold method gives smaller variance and high bias when tested on datasets that are different from the training sets, since the method is trained on smaller training dataset compared to the other three approaches. On the contrary, the predictive model trained by LOOCV method shows high variation and low bias as shown in the top chart of Figure 2. The predictive models trained by the 5-fold and 10-fold methods provide a balanced variance-bias tradeoffs as shown by bottom of Figure 2. From the top chart of Figure 3, the variance of the 5-fold is lower than the LOOCV, while the bias is the other way around. The high variance is due to high correlation between the training samples for the different random runs since the training data are identical except for one sample which is left out for testing. The behavior of the 5-fold and the 10-fold is essentially similar as can be seen in right bottom corner chart. The 5-fold shows higher variance and lower bias compared to 2-fold as shown by the bottom of Figure 3. The comparative summary of the approaches is given in Table 1 below.

<table>
<thead>
<tr>
<th>Size of training data</th>
<th>LOOCV</th>
<th>&gt; 10-fold / 5-fold</th>
<th>&gt; 2-fold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of testing data</td>
<td>LOOCV</td>
<td>&lt; 10-fold / 5-fold</td>
<td>&lt; 2-fold</td>
</tr>
<tr>
<td>Bias</td>
<td>LOOCV</td>
<td>&lt; 10-fold / 5-fold</td>
<td>&lt; 2-fold</td>
</tr>
<tr>
<td>Variance</td>
<td>LOOCV</td>
<td>&gt; 10-fold / 5-fold</td>
<td>&gt; 2-fold</td>
</tr>
</tbody>
</table>

It is imperative to select either 5-fold or 10-fold to train a predictive model to balance the trade-off between bias and variance. The 10-fold approach is selected for the purpose of this paper.
Figure 2: Cross-validation approaches MSE comparisons of regression polynomial predictive models (part 1)

The MSE of the 10-fold method decreases rapidly from the polynomial of degree one (linear regression) to the polynomial of degree two (quadratic regression) as shown by the solid black line. There is not much improvement on the MSE regardless of the increase in the degree of the polynomial from two to six. Therefore, quadratic regression predictive model can be used as the minimizer of the MSE in this experiment.
4. Conclusion

The preliminary findings show a decreased error when using the new approach (near-future data) in comparison to the traditional approach (historical data) for predicting solar energy generation. Findings show near-future (5-7 days) weather prediction data associated with local weather stations can be used in combination with machine learning techniques to accurately estimate potential solar energy generated electricity disruptions to the grid. These results show positive impacts towards electricity forecasting, which can reduce stakeholder costs in high solar energy penetration areas.

Energy generation, sources and distribution methods have been continuously evolving over the past decade. In 2019, solar-produced energy accounted for 1.8% of the electricity generated in the U.S., up from 0.11% in 2012. In 2020, solar-produced energy is forecasted to increase by 20% (EIA, 2020). As the adoption of solar energy increases, so will potential disruptions to the grid. These preliminary findings show the potential for aggregating individual site-specific predictions to the regional level for the purpose of estimating area-specific solar energy disturbances and moving efforts towards predictive grid optimization.
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