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Abstract

This study discussed how to determine a surplus in credit life insurance. In this case, the risk model formed from the amount of claim and number of claims with the Bayesian method. Parameters of the number of claims and amount of claim are estimated with the Monte Carlo Markov Chain (MCMC) technique. The result of parameter estimation is applied to the collective risk model to determine premiums that need to pay by the insured person to insurer. In this study, the premium determined by the 4 calculation premium principle. The result shows the variance principle is the premium principle that given larger benefits for the insurance company.
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1. Introduction

Credit Life Insurance (AJK) is an insurance program designed to protect the lives of creditors so that credit returns are on schedule. The benefit is to protect repayment/repayment of remaining credit (on schedule) if the debtor experiences an accident that causes death due to illness or accident in the period of insurance is still valid. The sum insured decreases with the decrease in the amount of the loan. Usually used for loans with fixed installments such as mortgage loans, cars, and the like. In credit life insurance, a surplus that grows every time is important. If the surplus-value is below or equal to zero, then the company has a chance of bankruptcy. The surplus is influenced by the number of premiums obtained and the number of claim payments out until a certain time. The important thing that must be done by insurance companies is to optimize the price of premiums so that the probability of bankruptcy for small companies (Dickson, 2005).

Some previous researches are related to insurance risk if the credit is as follows. Sukono et al. (2014), examines the probability of default on debt by a debtor in a financial services cooperative. The aim is to predict the risk of default (credit risk) prospective borrowers who apply for credit. An assessment is made of the loan application requirements document and field survey of prospective borrowers. In this credit valuation analysis is done using a logistic regression model, which parameter estimates are performed using genetic algorithms. Based on the results of an analysis of eight factors, it turns out that only six factors that have the potential to significantly incur the risk of default. These factors consist of: the number of dependents, the amount of savings, the value of collateral, monthly income, the realized credit limit, and the loan repayment period. Saputra et al. (2018), conducted a study on managing credit life insurance risk. Saputra said that for the management of credit life insurance risks insurance companies must be able to know their character to predict the likelihood of future losses. Credit life insurance risk
characteristics can be studied through the claim distribution model. There are two ways to analyze the claim
distribution model, namely the collective risk model and the individual risk model. Claims that arise when risks
occur are individual claims, the accumulation of individual claims during the insurance period is an aggregate claim
(collective). The aggregate claim model can be formed by a combination of the number and frequency of individual
claims. Sukono et al. (2018.a), in their study, said that the risk model needs to be estimated by insurance companies,
the purpose of which is to predict the magnitude of the risk of a claim and to determine the premium rates to the
insured. This needs to be done to prevent future losses. In his study, the estimation of the risk model for motor
vehicle insurance claims was conducted using the Bayesian method approach. In this research, the claim frequency
is assumed to follow the Poisson distribution, and the magnitude of the claim is assumed to follow the Gamma
distribution. Furthermore, the frequency distribution estimator and the amount of the claim are used to estimate the
aggregate risk model, as well as to determine the average value and variance, which in turn is to determine the
insurance premium rates to be paid by the insured.

Based on this description, this study aims to determine the credit life insurance surplus obtained by companies
using the Bayesian method. The Bayesian method is used to estimate the model parameters of many claims and the
size of the claims used for the calculation of the risk model and is useful for determining the price of premiums that
must be paid by the insured to the insurance company.

2. Objects and Methods
The object of this research is the calculation of the surplus of credit life insurance risk. The research method used in
this study is the Bayesian method.

2.1 Maximum Likelihood Method
The maximum likelihood method is a method that can be used in determining the estimated point of a
parameter. For example, a random sample \( x_1, x_2, \ldots, x_n \) of size \( n \), derived from the opportunity density function
\[ f(x | \theta_1, \theta_2, \ldots, \theta_k) \], the likelihood of the random sample is expressed by
\[
L(\theta | x) = L(\theta_1, \theta_2, \ldots, \theta_k | x_1, \ldots, x_n) = \prod_{i=1}^{n} f(x_i | \theta_1, \theta_2, \ldots, \theta_k)
\]
(1)

2.2 Bayesian Method
Bayesian is one of the parameter estimation methods that use initial information about parameters or is called a
prior distribution. According to Boldstad (2007) and Sukono et al. (2018.b), in Bayes estimation, after the sample
information is taken and the prior has been determined, the posterior distribution is sought by multiplying the prior
with the sample information obtained from the likelihood.
The posterior distribution is given by:
\[
f(\theta | x) = \frac{f(\theta)L(\theta | x)}{\int_{0}^{\infty} f(\theta)L(\theta | x) d\theta}
\]
According to Casadei et al. (2017), analytically, the function of the posterior density is obtained from the
multiplication between prior and likelihood, which is stated as follows
\[
f(\theta | x) \propto f(\theta)L(\theta | x)
\]
(2)

2.3 Monte Carlo Markov Chain (MCMC)
The MCMC method is used to simulate samples from the posterior distribution. The most frequently used
MCMC algorithm is the Gibbs Sampler. According to Gamerman, et al. (2006), the steps in the Gibbs Sampler
algorithm are as follows:
a. Determine the initial value \( \theta^{(0)} = \{ \theta_1^{(0)}, \theta_2^{(0)}, \ldots, \theta_d^{(0)} \} \)
b. If \( X = (x_1, x_2, \ldots, x_n) \) is known, where \( X \) is the observation data, then for \( j = 1, \ldots, J \), will be generated \( \theta^{(j)} \)
by repeating as follows:
\[
\theta_d^{(j)} \text{ from } f(\theta_d | \theta_1^{(j-1)}, \theta_2^{(j-1)}, \ldots, \theta_{d-1}^{(j-1)}, X)
\]
The Gibbs Sampler algorithm is a special case of Metropolis-Hastings, a pattern based on repetition or iteration
of a conditional distribution, denoted as \( f(\theta_i | \theta_{-i}, X) \), \( i = 1,2,\ldots,d \) which \( \theta_{-i} \) shows all parameters \( \theta \) except in \( \theta_i \).
2.4 Bayesian Inference Model Many Claims

Magnusson, and Hanna (2017), many claim \( N \) is a discrete random sample with the Poisson distribution expressed by \( N \sim \text{Poisson}(\lambda) \). Based on equation (1) the likelihood function of many claims data, i.e.

\[
L(n_i; \lambda) = \frac{1}{\prod_{i=1}^{t} n_i!} e^{-\lambda} \sum_{i=1}^{t} n_i e^{-i\lambda}
\]  

(3)

In Bayesian inference, many of the \( N \) claims with the Poisson distribution have the prior conjugate of Gamma distribution, with the FKP expressed as,

\[
f(\lambda) = \frac{\beta \lambda^{\alpha} \lambda^{\alpha} \lambda^{-\alpha-1} e^{-\lambda/\beta}}{\Gamma(\alpha)} , 0 \leq \lambda < \infty
\]

(4)

Based on equations (3) and (4), by ignoring equations that are not related to parameters a posterior equation is obtained that is proportional to,

\[
f(\lambda | n_1, n_2, \ldots, n_t) \propto \lambda^{\alpha + \sum_{i=1}^{t} n_i - 1} e^{-\lambda(\beta_i + t)}
\]

So it can be said that the posterior parameters of the gamma distribution, expressed as,

\[
\lambda | n_i \sim \text{Gamma}(\alpha, \beta_i + n_i)
\]

2.5 Bayesian Inference Model Large Claim

Referring to Martín & Pérez (2009) and Lahcene (2020), the magnitude of claim \( X \) is assumed to be a continuous random sample that has a Lognormal distribution with parameters \( \mu \) and \( \sigma^2 \) which are expressed with \( X \sim LN(\mu, \sigma^2) \). Based on equation (1) the likelihood function of many claims data, i.e.

\[
L(x_i; \mu, \sigma^2) = \left(\frac{1}{2\pi\sigma^2}\right)^{\frac{m}{2}} \prod_{i=1}^{m} x_i^{-1} \exp \left[ \frac{m}{2\sigma^2} \sum_{i=1}^{m} (\ln x_i - \mu)^2 \right]
\]  

(5)

According to Sukono et al. (2017), the magnitude of claim \( X \) with Lognormal distribution has a prior gamma distribution conjugate, with FKP expressed as,

\[
f(\sigma^{-2}) = \frac{\beta \sigma^{\alpha} (\sigma^{-2})^{-\alpha} \sigma^{-1} e^{-\beta \sigma^{-2}}}{\Gamma(\alpha)} , 0 \leq \sigma^{-2} < \infty
\]

(6)

Based on equations (5) and (6), by ignoring equations that are not related to parameters \( \sigma^{-2} \), a posterior equation is obtained that is proportional to,

\[
f(\sigma^{-2} | x_i) \propto (\sigma^{-2})^{\alpha + \frac{m}{2} - 1} e^{-\beta \sigma^{-2} + \frac{\sum_{i=1}^{m} (\ln x_i - \mu)^2}{2}}
\]

So it can be said that the posterior parameters \( \sigma^{-2} \) of the gamma distribution, expressed as,

\[
\sigma^{-2} | x_i \sim \text{Gamma} \left( \alpha + \frac{m}{2}, \beta + \frac{\sum_{i=1}^{m} (\ln x_i - \mu)^2}{2} \right)
\]

(7)

Because the posterior parameters \( \sigma^{-2} \) of gamma are distributed, the parameters \( \sigma^2 \) of gamma inverse distribution are expressed

\[
\sigma^2 | x_i \sim IG \left( \alpha + \frac{m}{2}, \beta + \frac{\sum_{i=1}^{m} (\ln x_i - \mu)^2}{2} \right)
\]

(8)

2.6 Collective Risk Model
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Referring to Bon et al. (2018), for example, the total number of claims for an insurance portfolio in the period \( t \) is notated \( (N_t) \), then the total number of claims \( (S_t) \), namely

\[
S_t = \sum_{i=1}^{N_t} X_{t,i}
\]

- Individual claims, \( (X_{i,j}) \), are non-negative random variables that are independent and of identical distribution.
- Many claims, \( (N_t) \), are random variables and are independent of claims \( X_{i,j} \).

Expectations and variances from \( (S_t) \) expressed with,

\[
E(S_t) = E(N_t)E(X_t)
\]

\[
Var(S_t) = E(N_t)Var(X_t) + [E(X_t)]^2 Var(N_t)
\]

**2.7 Calculation of Premiums**

Refer to Magri et al. (2019) and Migon et al. (2006), Premiums are costs paid by the insured to the guarantor, the amount of which is determined by the guarantor. Premiums can be calculated based on the principle of premium calculation which consists of:

a. Pure Premium Principle

\[
c = E[S]
\]

b. The Principle of Expectation Value

\[
c = (1 + \theta)E[S]
\]

which \( \theta > 0 \) shows the premium charge factor.

c. The Variance Principle

\[
c = E[S] + \alpha Var[S]
\]

d. Principle of Standard Deviation

\[
c = E[S] + \alpha \sqrt{Var[S]}
\]

which \( \alpha > 0 \) shows the premium charge factor.

**2.8 Surplus Process**

The surplus process at time \( t \) is defined as follows:

\[
U_t = u + ct - \sum_{i=1}^{N_t} X_{t,i} ; t \geq 0
\]

The surplus will be negative at any time. When this happens, it can be said that Ruin has occurred (Sidi et al, 2017).

**3. Results and Discussion**

**3.1 Research Data**

The study was conducted using secondary data, namely Bumiputera corporate credit life insurance claim data. In the calculation of risk surplus, the claim data obtained are grouped into two, namely the data of many claims and the number of claims. Many claims have discrete data, while claims have a continuous distribution.

**3.2 Model Many Claims**

**3.2.1 Identification of Data Distribution of Many Claims**

Using multiple claims data, determining the multiple claims distribution model is done by matching the distribution function graph using the help of EasyFit 5.6 software, the results are given in Figure 1.
Based on Figure 1, obtained a suitable distribution for many claims, namely Poisson distribution with parameter $\lambda = 4.3333$. To determine a more accurate fit distribution the Kolmogorov-Smirnov test was used. Based on the Kolmogorov-Smirnov distribution, the most suitable for many claims data is the Poisson distribution.

### 3.2.2 Bayesian Inference Model Many Claims

In this study low information prior was used, so the prior distribution for parameters $\lambda$ was gamma with hyper-parameter $\lambda_\alpha = 0.001$ and $\lambda_\beta = 0.001$.

Because many claim data are known, as well as values of $\alpha_\lambda$ and $\beta_\lambda$ have been determined, the posterior distribution of parameters $\lambda$ can be expressed as,

$$\lambda | n_i \sim \text{gamma}(52.001; 12.001)$$

A summary of the statistics in the form of averages and variances of the parameters $\lambda$ is stated in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Posterior $\alpha_\lambda$</th>
<th>Posterior $\beta_\lambda$</th>
<th>Average</th>
<th>Variance</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>52.001</td>
<td>12.001</td>
<td>4.333056</td>
<td>0.361058</td>
<td>0.600881</td>
</tr>
</tbody>
</table>

The sample simulation from the posterior distribution is carried out by the Monte Carlo Markov Chain (MCMC) method using the Gibbs Sampler algorithm. In this study, three chains are used to simulate the posterior distribution sample. The iteration for each chain is 10,000 iterations. Summary statistics with the openBUGS program yielding estimated Bayes parameters $\lambda$ are shown in Table 2.
Table 2. Summary of statistical estimates of the Bayes parameter $\lambda$ method with the OpenBUGS program

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Average</th>
<th>Standard Deviation</th>
<th>2.5% Percentile</th>
<th>97.5% Percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>4.331</td>
<td>0.6031</td>
<td>3.239</td>
<td>5.591</td>
</tr>
</tbody>
</table>

### 3.3 Large Claim Model

#### 3.3.1 Identification of Data Distribution of Many Claims

The determination of the distribution model of many claims is done by matching the distribution function graph using the help of EasyFit 5.6 software, the results are given in Figure 3.

Based on Figure 3, a suitable distribution is obtained for many claims, namely the Lognormal distribution with parameters $\sigma = 0.9264$ and $\mu = 13,872$. To determine a more accurate fit distribution the Kolmogorov-Smirnov test was used. Based on the Kolmogorov-Smirnov distribution test the most suitable for large claims data is the lognormal distribution.

#### 3.3.2 Bayesian Inference of Large Claim Model

In this study, priors of the gamma distribution parameters $\sigma^{-2}$ with hyperparameter $a_{\sigma} = 0.0001$ and $\beta_{\sigma} = 0.0001$, because the estimated results using the Bayes method approach the estimated likelihood of the parameters $\sigma^{-2}$.

![Figure 3. Histogram of the claim large data density function](image)

![Figure 4. Comparison of estimated parameters $\sigma^{-2}$ with likelihood and Bayes](image)
A summary of statistics in the form of averages and variances of the parameters $\sigma^2$ is stated in Table 3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Posterior $\alpha_\sigma$</th>
<th>Posterior $\beta_\sigma$</th>
<th>Average</th>
<th>Variance</th>
<th>Large Individual Claims</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2$</td>
<td>26.0001</td>
<td>22.3139</td>
<td>0.8925541</td>
<td>0.0331937</td>
<td>1,575,883.1617</td>
</tr>
</tbody>
</table>

The sample simulation from the posterior distribution is carried out using the Monte Carlo Markov Chain (MCMC) method using the Gibbs Sampler algorithm. In this study, three chains were used to simulate posterior distribution samples. The iterations carried out on each chain were 10,000 iterations. The statistical summary with the openBUGS program yielded the estimated Bayes parameters $\sigma^2$ stated in Table 4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$E(\sigma^2)$</th>
<th>Standard Deviation $\sigma^2$</th>
<th>2.5% Percentile</th>
<th>97.5% Percentile</th>
<th>$E(X)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2$</td>
<td>0.8807</td>
<td>0.9338</td>
<td>0.7723</td>
<td>1.137</td>
<td>1,559,407.1030</td>
</tr>
</tbody>
</table>

3.4 Risk Collective Model
Based on equations (2.9) and (2.10), the expectations and variances obtained from the collective risk model are $E[S_i] = 6,753,792,164$; and $Var[S_i] = 10917414439967x1011$.

3.5 Calculation of Premium
The amount of premium to be paid by the insured to the insurance company is stated as given in Table 5.

<table>
<thead>
<tr>
<th>The Principle of Calculating Premiums</th>
<th>Premium Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure Premium</td>
<td>562,816.014</td>
</tr>
<tr>
<td>Principle of Expectation Value</td>
<td>619,097.615</td>
</tr>
<tr>
<td>Principle of Variance</td>
<td>909.784,286,725x108</td>
</tr>
<tr>
<td>Principle of Standard Deviation</td>
<td>330,421,817,737.890</td>
</tr>
</tbody>
</table>

3.6 Calculation of Surplus
The surplus amount obtained by the insurance company is based on the premium calculation above, the results of the calculation of the surplus amount as given in Table 6

<table>
<thead>
<tr>
<th>The Principle of Calculating Surplus</th>
<th>Surplus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure Premium</td>
<td>-77,003,907.84</td>
</tr>
<tr>
<td>Principle of Expectation Value</td>
<td>5,392,356.565</td>
</tr>
<tr>
<td>Principle of Variance</td>
<td>136,467,643,103,372x1011</td>
</tr>
<tr>
<td>Principle of Standard Deviation</td>
<td>3,964,978,054,386,710</td>
</tr>
</tbody>
</table>

4. Conclusion
Based on the analysis and discussion that has been done, it can be concluded that: based on the results of data processing, an exact distribution is obtained for many claims, namely Poisson distribution with parameters, and the amount of claims has a lognormal distribution with parameters $\mu$ and $\sigma^2$. Each of the estimated parameter values
obtained using the Bayesian method is $\lambda = 4,331$ and $\sigma^2 = 4,331$. By using the Bayesian method the aggregate claims expectation is IDR 6,753,792.16 with a variance of IDR109,174,114,439,967. The average value and variance can be used by insurance companies as a reference in determining the value of premiums. In this study, obtained premium calculations that provide the largest surplus for insurance companies, namely the principle of variance.
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