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Abstract 

Proper risk measurement can be useful in determining investment decision choices in the financial asset market. 
There are several models for measuring risk, including Value-at-Risk (VaR) and Modified Value-at-Risk (MVaR). 
Which of the two risk measures are more appropriately applied to analyze multiple stock prices, depending on the 
behavior pattern of each return of the financial assets analyzed. This paper aims to choose a more appropriate risk 
measurement model, if the return of financial assets has a certain behavior pattern. It is assumed that the return of 
financial assets follows the asset-liability model. Similarly, it is assumed that the return data on financial assets 
follows the time series pattern. In this paper, we formulate VaR and MVaR risk measurement models under liability 
assets. Furthermore, an analysis of the comparison between VaR and MVaR is carried out under the asset-liability 
model, using a time series approach. The evaluation of the performance of a risk measure has been done using the 
Lopez II approach. The results of the analysis show that some stocks are more suitable to be measured by VaR, and 
others are more suitable to be measured based on MVaR. So, to choose a more appropriate risk measure, it depends 
on the behavior pattern of stock returns. 

Keywords: 
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1. Introduction

Several types of risks in financial markets, including credit risk, operational risk, and market risk, are the three main 
categories of financial risk. Value-at-Risk (VaR) is mainly related to market risk, but this concept can also be 
applied to other types of risks (Khindanova and Rachev 2005, Holto 2002). VaR can be defined as the maximum 
loss of financial position, along the time period and certain probabilities given (Dowd 2002, Froot et al. 2007). VaR 
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is a measure of the level of risk of investment losses. VaR is an attempt to identify what causes of risk and what 
policies are effective in reducing risk (Dowd 2002). To take policy in the future, policy makers (regulators) always 
look carefully at VaR as a policy-making tool. VaR is a measure of the volatility of an asset. The standard method 
assumes that the return of an asset is normally distributed, so VaR only involves two parameters of the average and 
standard deviation (Sukono 2011). 
 
But in practice not all asset returns are normally distributed, there are several asset returns that have a non-normal 
distribution. Therefore, VaR is deemed necessary for adjustments. The size of the adjusted VaR is called Modified 
Value-at-Risk (MVaR). The MVaR measurement method will involve four parameters, namely average, standard 
deviation, skewness, and kurtosis (Sukono 2011). MVaR was developed using the Cornish-Fisher extension 
approach. The Cornish-Fisher extension is used to determine the percentile of an abnormal distribution distribution. 
The Cornish-Fisher extension is intended to give a factor of adjustment to the percentages estimated from the non-
normality distribution, and the adjustments given from normality are "small". Therefore, Cornish-Fisher's expansion 
can be used to estimate VaR when Profit / Loss (P / L) has a non-normality distribution (Dowd 2002, Khindanova 
and Rachev 2005). 
 
There are several investments in an asset accompanied by liabilities that must be paid by an investor. Therefore, the 
return that will be obtained by an investor is a surplus return, which is the difference between asset returns and 
liability returns (Gersner et al. 2008, Imaduddin 2010, El-Ansary 2017). Surplus return can be analyzed using the 
asset-liability model. Both asset returns and liability returns are often time series data, so analysis needs to be done 
using the time series models. In the time series model approach, to estimate the average can be done using an 
autoregressive integrated moving average (ARMA) model, while estimating volatility (variance) can be done using a 
generalized approach to autoregressive conditional heteroscedastic (GARCH) (Johansson and Sowa 2013, Tsay 
2005, Baltac 2015). This paper aims to analyze the comparison between VaR and MVaR under the liability asset 
model, when an asset return and return liability are assumed to be time series data. For the comparison measure used 
Quadratic Probability Score statistics approach to the Lopez II model. As an illustration, some data on asset prices 
are traded on the Indonesia Stock Exchange. 
 
2. Mathematical Model 
 
Some mathematical models used in this analysis, according to the stages of analysis include: determining 
asset-liability returns, estimating the average model and volatility of asset returns, determining average, 
variance, skewness, and kurtosis surplus returns, determining VaR and MVaR, then testing VaR and 
MVaR performance. 
 
2.1 Determine Return 
 
Suppose tP  the price or value of an asset at the time t  ( Tt ,...,1=  and T  the amount of observation data), and tr  
asset-liability return at the time t . The amount of return on assets can be determined by equation (Tsay 2005): 

1lnln −−= ttt PPr                                                                     (1) 
Return data tr  then used in estimating the average model as follows. 
 
2.2 Estimate the Average Model 
 
Suppose tr  log return stock at the time t , in general the model autoregressive moving average, ARMA(p,q), can be 
expressed in the equation as follows (Tsay 2005): 

0
1 1

p q

t i t i t j t j
i j

r rφ φ ε θ ε− −
= =

= + + −∑ ∑                                                   (2) 
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which { }tε is assumed to be a distribution of normal white noise with zero averages and variance 2
εσ .  A non-

negative integer p  and q  are ARMA order. The AR model and MA model are special cases of the ARMA (p, q) 
model. By using a back-shift operator, the model (2) can be written as 

1 0 1(1 ... ) (1 ... )p q
p t q tB B r B Bφ φ φ θ θ ε− − − = + − − −                                      (3) 

Polynomial 11 ... p
pB Bφ φ− − −  from the AR model and polynomial 11 ... q

qB Bθ θ− − −  from the MA. If all 
solutions to the characteristic equation are absolutely smaller 1, then the stationary ARMA model is weak. this case, 
the unconditional average of the model is 0 1( ) / (1 ... )t pE r φ φ φ= − − − (Tsay 2005). 
 
Average Modeling Stages. According to Tsay (2005), the average modeling stage is as follows: (i) Identification of 
the model, determining the order value and using the plot ACF (autocorrelation function) and PACF (partial 
autocorrelation function). (ii) Parameter estimation, can be done by the least squares method or maximum 
likelihood. (iii) Diagnostic tests, with white noise tests and serial correlations against residuals. And (iv) Prediction, 
if the model is suitable, then it can be used for perediction recursion. 
 
2.3 Estimate Volatility 
 
The estimation of the volatility model is done using GARCH models. The GARCH model, introduced by Bollerslev 
in 1986 is a general form or generalization of the ARCH model. In general, the GARCH (p, q) model can be written 
as follows (Shi-lie Deng 2004, Johansson adn Sowa 2013) 

 t t tuε σ= ,  2 2 2
0 1

1 1

p q

t i t j t j t
i j

uσ α α ε β σ− −
= =

= + + +∑ ∑                                            (4) 

Based on equation (4), the conditional expectation and variance of tε  are:  

0)( 1 =−tt FE ε                                                                      (5) 

 2
1

2
1 )()( ttttt FEFVar σεε == −−                                                       (6) 

Compared to ARCH, the GARCH model is considered able to provide simpler results because it uses fewer 
parameters (Tsay 2005). 
 
Stages of Volatility Modeling. In general, according to Tsay (2005), the stages of volatility modeling are as 
follows: (i) Estimated average models with time series models (for example: ARMA models). (ii) Use residuals 
from the average model to test ARCH effects. (iii) If there is an ARCH effect, estimate the volatility model, and 
form a combined estimate of the average model and the volatility model. (iv) Perform a diagnostic test to test the 
suitability of the model. (v) If the model is suitable, use it for predictions done recursively. 
 
2.4 Aset Liability Model 
 
Modeling surplus asset returns is briefly described as follows. Suppose tA  assets are at time t, tL  
liabilities at time t, and tS  surplus at time t. At the initial time t = 0, the initial surplus is given by: 

000 LAS −= . 
Surplus obtained after one period are: 

]1[]1[ 1.01.0111 LA rLrALAS +−+=−= , 
so on, so that an increase in surplus over time can be expressed as (Imaduddin 2010, Sukono 2011): 

tLttAttt rLrASS .1.11 −−− −=− . 
Suppose tSr .  surplus return at time t  stated as: 

tL
t
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t
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t
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t
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Based on equation (7) the average of surplus returns can be determined by the formula: 

tL
t

tAtStS f
rE .

1
...

1][ µµµ
−

−== .                                            (8) 

Where tS.µ , tA.µ  and tL.µ  respectively are the averages of surplus return-assets, assets, and liabilities 
at the time t . Also based on equation (7), the surplus variance can be determined by the formula: 

2
.2

1
.

1
2

.
2
.

12
tL

t
tAL

ttAtS ff
σσσσ

−−
+−= .                                       (9) 

where 2
.tSσ , 2

.tAσ  dan 2
.tLσ  successive variances of surplus return-assets, assets, and liabilities at the 

time t . While tAL.σ  covariance between asset returns and liability returns at time t (Sukono 2011) 
 
2.5 VaR and MVaR Modeling 
 
Suppose tVaR  stated Value-at-Risk at the time t . If given tµ  average and tσ  standard deviation, then 

tVaR  expressed as: 
).{0 ttt zWVaR σµ α+−=  

Where 0W  initial funds invested, and αz  percentile of a standard normal distribution with a level of 
significance α (Khindanova and Rachev 2005). Using average and surplus return variances in the 
equation (8) and (9), tVaR  under the asset model can be presented as: 

})12()1{( 2
1

2
.2

1
.

1
2

..
1

.0. tL
t

tAL
ttAtL

t
tAtS

ff
z

f
WVaR σσσµµ α

−−−
+−+−−= .                   (10) 

 
Furthermore, the MVaR model is formulated, but beforehand it is necessary to first formulate the skewness and 
kurtosis models of surplus returns. Using equation (7), skewness is: 
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Suppose tAtAtA rD ... µ−=  and ttLtL rD µ−= .. , therefore the Skewness equation becomes 
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Where T  the amount of data observed. 
 
While the kurtosis model is as: 
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Where T  the amount of data observed. 
 
Modified Value-at-Risk (MVaR) is 

2 3 3 3
0

1 1 1( 1) ( 3 ) (2 5 )
6 24 36

MVaR W z z S z z K z z Sα α α α α αµ σ  = − + + − + − − −  
  

 

where µ  average, σ  standard deviation, S  skewness, K  kurtosis, dan zα  standard normal distribution percentile 
with a level of significance α (Dowd 2002). 
 
When equations (8), (9), (11) and (12) are substituted into the MVaR equation will be obtained, the MVaR model is 
under the asset-liability model, as follows: 
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Equation (13) is a Modified Value-at-Risk a single asset under the asset-liability model, which is formulated. 
 
2.6 VaR and MVaR Performance Measurement Models 
 
To see the performance of VaR that has been estimated, it can be done using the Back Test method. If tr  declare 

profits or losses that occur throughout the period of time t , and tVaR  is a prediction of VaR at the time t , then 
Lopez in 1998 introduced a model of the size-adjusted frequency approach as [1]: 

21 ( ) ;  
0;                       

t t t t
t

t t

r VaR r VaR
C

r VaR
 + − >

= 
≤

                                                      (14) 

A VaR performance is said to be good if the Quadratic Probability Score (QPS) function is given as 
2

1
(2 / ) ( )

n

t
i

QPS n C p
=

= −∑                                                           (15) 

A measure of risk is said to have a good performance if it has a small to zero. Where is the probability or level of 
confidence (Dowd 2002). 
 
3. Numerical Illustration 
 
The data in this illustration is downloaded from: http: //www.finance.go.id//. Data includes 6 shares, for the period 
of January 2, 2010 to June 4, 2013. Stock data includes: INDF, DEWA, AALI, LSIP, ASII, and TURB. While data 
about the liabilities of each share are taken as imitation data. Both asset price data and the price of liabilities are 
determined by each return, using equation (1). The data for each return is then used to estimate the average model 
and estimate the volatility model.  
 
The estimation of the average model is done using equation (2), with the stages of the estimation process as 
explained in section 2.2. While the estimation of the volatility model is done using equation (4), with the stages of 
the estimation process as explained in section 2.3. Based on the results of the estimation of time series models in 
outline, and also predictions of one period ahead for the mean and variance given in Table-1 as follows: 
 

Tabel 1: Prediction of Mean Values and Time Series Variances 
 

Asset Time Series Model Prob (F) Mean 
( tµ̂ ) 

Variance 

( 2ˆ tσ ) 

1A  ARMA(1,1)-GARCH(1,1) 0.000000 0.004501 0.000215 

2A  ARMA(2,1)-GARCH(2,2) 0.000021 0.002873 0.000421 

3A  ARMA(1,1)-ARCH(1)-M 0.000000 0.001580 0.000135 

4A  ARMA(1,2)-GARCH(1,1) 0.000034 0.002693 0.000135 

5A  AR(2)-GARCH(1,1)-M 0.000000 0.009728 0.000118 

6A  ARMA(2,2)-GARCH(1,2) 0.000042 0.001510 0.000303 

L  ARMA(1,1)-GARCH(1,1) 0.000003 0.006211 0.000729 
 

Using the average value estimator tµ̂  and variance estimator 2ˆ tσ , it is used to determine the average value of 
surplus returns using equation (8), and determine the value of surplus return variance using equation (9). Whereas 
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skewness and kurtosis values of surplus returns are determined using equations (11) and (12). The results of the 
calculations are given in Table-2. 
 

Tabel 2: Average, Variance, Skewness, and Kurtosis under Asset Liabilities 
 

Surplus 

Average 
( iS.µ ) 

Variance 

( 2
.iSσ ) 

Skewness 
( iS.ς ) 

Kurtosis 
( iS.κ ) 

S1 0.000450 0.04638 0.160 2.910 
S2 0.002873 0.06487 0.868 5.041 
S3 0.001581 0.03680 -0.030 5.880 
S4 0.000269 0.03675 -0.600 9.150 
S5 0.000972 0.03429 0.070 5.050 
S6 0.001511 0.05504 1.193 11.032 

 
 
Next, using the values of the parameters given in Table-2, the amount of VaR and MVaR is determined. Calculation 
of VaR and MVaR is done by referring to equations (10) and (13). Furthermore, the risk size performance testing is 
carried out using QPS which refers to equations (14) and (15). The results of these calculations are given in Table-3. 
 
Taking into account the calculation of VaR and MVaR along with the QPS values, as given in Table-3, it appears 
that the illustrated data analyzed have some surplus returns, the risk is better measured using VaR and some better 
measured using MVaR. This can be used as a reference, that the selection of risk measures needs to pay attention to 
the characteristics of the return assets analyzed. 

 
Tabel 3: VaR and MVaR calculations along with QPS 

 
Surplus VaRS.t QPSVaR   MVaRS.t QPSMVaR 

S1 0.075845 0.0535  0.082417 0.0064 
S2 0.086922 0.0768  0.078534 0.0089 
S3 0.093442 0.0042  0.087542 0.0833 
S4 0.088428 0.0852  0.098562 0.0037 
S5 0.054909 0.0003  0.055879 0.0067 
S6 0.059430 0.0963  0.075622 0.0064 

 
4. Conclusion 
 
In this paper, we have analyzed the comparison between measures of VaR risk and MVaR under liability assets with 
an average approach and non-constant volatility. In this paper a risk measurement model for VaR and MVaR has 
been formulated under liability assets. Based on illustrated data analysis, that there are several surplus returns, the 
risk is better measured using VaR and some are better measured using MVaR. 
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