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Abstract 

Multicollinearity is the condition that there is a correlation between independent variables which is a problem. This 
event often occurs in regression analysis. LASSO (Least Absolute Shrinkage and Selection Operator) method 
regression can reduce multicollinearity and increase the accuracy of linear regression models. The lasso parameter 
estimator can be solved by the LARS (Least Angle Regression and Shrinkage) algorithm which calculates the 
correlation vector, the largest absolute correlation value, equiangular vector, inner product vector, and determines 
the LARS algorithm limiter for LASSO. LASSO method regression with a more detailed procedure and selecting the 
best model using the 𝐶𝐶𝑝𝑝 Mallows statistics is discussed in this paper. LASSO method will be applied to Indonesia's 
foreign exchange deposit data. 

Keywords 
LASSO, LARS, Cp Mallows and Multicollinearity 

1. Introduction

Correlation in regression analysis is correlation with the aim to predict the value of non-independent variables
based on the independent variables. In fact, a correlation between variables does not only consist of two variables, but 
there can be a correlation between three or more variables called multiple linear regression (Permai and Tanty, 2018) 
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. Multiple linear regression analysis has many independent variables, so there is a correlation between two or more 
independent variables. This independent variable that correlates with each other is called multicollinearity (Zhou and 
Huang, 2018). The LASSO (Least Absolute Shrinkage and Selection Operator) method regression can help to reduce 
multicollinearity and increase the accuracy of linear regression models (Sermpinis et al., 2018). LASSO is a regression 
analysis method that performs both variable selection and regularization in order to enhance the prediction accuracy 
and interpretability of the statistical model it produce(Chen and Xiang, 2017). 

The lasso is the best-studied, most basic, shrinkage operator technique (Dyar et al., 2012). LASSO shrinks the 
coefficients (parameters) which correlate to zero or close to zero (Gauthier et al., 2017), resulting in estimators with 
smaller variants and a more representative final model (Tibshirani, 1996). The Lasso method became known after the 
LAR algorithm in 2004. The solution paths of LAR are piecewise linear and thus can be computed very efficiently 
(Lee and Jun, 2017). Modification of LAR (Least Angle Regression) for LASSO produces a more efficient algorithm 
for estimating the LASSO coefficient estimator solution. The LASSO method can shrink the ordinary least squares 
method coefficient to zero so that it can select the fixed variable. the model produced by the LASSO method is simpler 
and indirectly free from multicollinearity (Hastie et al., 2004). This paper will discuss the LASSO method (Least 
Absolute Shrinkage and Selection Operator) regression with a more detailed explanation and choose the best model 
using the Mallow’s C𝑝𝑝 statistics. This method will then be applied Indonesian foreign exchange deposit data that is 
affected by net foreign assets, net domestic assets, net bills to the central government and bills to other sectors. This 
model is expected to predict Indonesian foreign exchange based on factors. 

2. Methods and Materials  
 
2.1 Multiple Linear Regression Analysis  
  
 Correlation of two or more variables to non-independent variables, the regression model which is a multiple 
linear regression model (Kutner et al., 2004). The general form of multiple linear regression models (Kazemi et al., 
2013; Miyashiro and Takano, 2015; Permai and Tanty, 2018): 

 
𝐲𝐲𝐢𝐢 = 𝛃𝛃𝟎𝟎 + 𝛃𝛃𝟏𝟏𝐱𝐱𝐢𝐢𝟏𝟏 + 𝛃𝛃𝟐𝟐𝐱𝐱𝐢𝐢𝟐𝟐 + ⋯+ 𝛃𝛃𝐣𝐣𝐱𝐱𝐢𝐢𝐣𝐣 + ⋯+ 𝛃𝛃𝐩𝐩𝐱𝐱𝐢𝐢𝐩𝐩 + 𝛆𝛆𝐢𝐢    (1) 

 
2.2 The Ordinary Least Squares Method  
 
 The Ordinary Least Squares Method (OLS) used to obtain a linear regression coefficient estimator. OLS is one 
method that can be used to estimate the β parameter in multiple linear regression The estimated models : 
 

y�i = β�0 + β�1xi1 + β�2xi2 + ⋯+ β�jxij + ⋯+ β�pxip + εi 
 

with β�  parameter estimator on the Ordinary Least Squares Method (Kazemi et al., 2013) : 
 

𝛃𝛃�𝐎𝐎𝐎𝐎𝐎𝐎 = (𝐗𝐗𝐭𝐭𝐗𝐗)−𝟏𝟏𝐗𝐗𝐭𝐭𝐲𝐲                 (2) 
 
2.3 The Coefficient of Determination 

 
The coefficient of determination (𝑅𝑅2) to measure how far is the variation of the non-independent variable. Value 

coefficient of determination is between 0 (zero) to 1 (one). The coefficient of determination (𝑅𝑅2) defined as follows 
(Arthur et al., 2018): 

𝑅𝑅2 = 𝜷𝜷�𝒕𝒕𝑿𝑿𝒕𝒕𝒚𝒚−𝑛𝑛𝑦𝑦�2

𝒚𝒚𝒕𝒕𝒚𝒚−𝑛𝑛𝑦𝑦�2
      (3) 

 
2.4 Data Standardization 
 

Data standardization means standardizing the independent variables in the ordinary least squares method 
equation as follows (Wang et al., 2017):  
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𝑥𝑥𝑖𝑖𝑖𝑖∗ =
(𝑥𝑥𝑖𝑖𝑖𝑖−�̅�𝑥𝑖𝑖)

𝑠𝑠𝑋𝑋𝑖𝑖√𝑛𝑛−1
  where 𝑠𝑠𝑋𝑋𝑖𝑖 = �∑ �𝑥𝑥𝑖𝑖𝑖𝑖−�̅�𝑥𝑖𝑖�

2𝑛𝑛
𝑖𝑖=1

𝑛𝑛−1
      (4) 

 
2.5 Multicollinearity 
 

Multicollinearity is considered a weakness (black sign) in regression analysis because the parameter estimator is 
not BLUE (Best Linear Unbiased Estimator) and has a big error. Variance Inflation Factor (VIF) values are less than 
10, so there is no multicollinearity (Alauddin and Nghiemb, 2010).  

 
V𝐼𝐼𝐹𝐹𝑖𝑖 = 1

𝑇𝑇𝑇𝑇𝐿𝐿𝑖𝑖
= 1

1−𝑅𝑅𝑖𝑖
2  where 𝑇𝑇𝑇𝑇𝐿𝐿𝑖𝑖 = 1 − 𝑅𝑅𝑖𝑖2    (5) 

   
2.6 Mallow’s  𝑪𝑪𝒑𝒑 Statistic 
 

Best Subset Regression starts with choosing the simplest model, a model with one variable. Furthermore, by 
entering other variables one by one until a model that meets the best criteria is obtained. Mallow’s 𝐶𝐶𝑝𝑝  is one way to 
evaluate the selection of the best models in best subset regrression (Miyashiro and Takano, 2015). Best models have 
small Mallow’s 𝐶𝐶𝑝𝑝  statistics value (Lorchirachoonkul and Jitthavech, 2012). The mathematical form of Mallow’s 𝐶𝐶𝑝𝑝 
Statistics is as follows (Kazemi et al., 2013; Miyashiro and Takano, 2015; Jansen, 2015) : 

 

𝐶𝐶𝑝𝑝 =
�𝑦𝑦−Xβ��2

2

𝜎𝜎2
−𝑛𝑛+ 2(𝑞𝑞 + 1) where 𝜎𝜎2 =

�𝑦𝑦−Xβ�OLS�2
2

𝑛𝑛−𝑝𝑝+1
   (6) 

 
2.7 Modification of LAR to LASSO 
 

Least Angle Regression (LAR) is a variable selection method whose algorithm can be modified to obtain a 
LASSO solution (Hastie et al., 2004). Modification of LAR to LASSO produces an efficient algorithm for estimating 
computational LASSO parameters faster than quadratic programming. Modification of LAR to LASSO is called 
LARS or Least Angle Regression and Shrinkage. Calculation of LASSO parameters using LARS can use the following 
steps (Zhang and Li, 2015) : 

a. The independent variable transformation X∗  can be calculated by equation (4), while Y∗ = Y − Y�  then 

searches for β�OLS
∗

 with equation (2). Initially define 𝑖𝑖 = 1 with �̂�𝜇(1) = �
0
⋮
0
�  , in dimension n× 1 ,  𝑛𝑛  is the 

amount of data, the value of �̂�𝜇  will change as the stage progresses. Suppose that �̂�𝜇𝐴𝐴
(𝑖𝑖) is the estimated value 

with active variable A  and define �̂�𝛽 = �
0 ⋯ 0
⋮ ⋱ 0
0 ⋯ 0

� with the dimensions of n× p , p  is the number of 

independent variables. 
b. Calculating the correlation vector�̂�𝑐(𝑖𝑖) = 𝑋𝑋∗𝑡𝑡(𝑌𝑌∗ − �̂�𝜇𝐴𝐴

(𝑖𝑖)) and the largest absolute correlation value 
 �̂�𝐶(𝑖𝑖) = 𝑚𝑚𝑚𝑚𝑥𝑥{ ��̂�𝑐𝑖𝑖

(𝑖𝑖)�}, so that 𝐴𝐴 = {𝑗𝑗 | ��̂�𝑐𝑖𝑖
(𝑖𝑖)||�̂�𝐶(𝑖𝑖)�}        (7) 

c. Calculating equiangular vector (𝐮𝐮𝐀𝐀
(𝐢𝐢)). Defined 𝐗𝐗𝐀𝐀

(𝐢𝐢) = [...s𝐣𝐣𝐗𝐗𝐣𝐣∗...]𝐣𝐣∈𝐀𝐀 , sj = sign�c�j
(i)�, j ∈ A              

 𝛚𝛚𝐀𝐀
(i) = 𝐏𝐏𝐀𝐀

(i)𝐆𝐆𝐀𝐀
(1)-1

𝟏𝟏𝐀𝐀 while 𝐆𝐆𝐀𝐀
(i) = 𝐗𝐗𝐀𝐀

(i)𝐭𝐭𝐗𝐗𝐀𝐀
(i) and 𝐏𝐏𝐀𝐀

(i)𝟏𝟏𝐀𝐀
𝐓𝐓𝐆𝐆𝐀𝐀

(i)−1𝟏𝟏𝐀𝐀)−
𝟏𝟏
𝟐𝟐
     

So that the equiangular vector value is obtained 𝐮𝐮𝐀𝐀
(𝐢𝐢) = 𝐗𝐗𝐀𝐀

(𝐢𝐢)𝛚𝛚𝐀𝐀
(𝐢𝐢)    (8) 

d. Defined the inner product vector 𝐚𝐚(𝐢𝐢) ≡ 𝐗𝐗∗𝐭𝐭𝐮𝐮𝐀𝐀
(𝐢𝐢)         

so that γ�  can be obtained by the following equation : 

 𝛄𝛄� (𝐢𝐢) =  min𝐣𝐣∈𝐀𝐀𝐂𝐂
+  {

𝐂𝐂� (𝐢𝐢)-c�𝐣𝐣
(𝐢𝐢)

𝐏𝐏𝐀𝐀
(𝐢𝐢)−𝐚𝐚𝐣𝐣

(𝐢𝐢) ,
𝐂𝐂�(𝐢𝐢)+�̂�𝐜𝐣𝐣

(𝐢𝐢)

𝐏𝐏𝐀𝐀
(𝐢𝐢)+𝐚𝐚𝐣𝐣

(𝐢𝐢)}     (9) 

e. Calculating γj
(i)with equation :  

γj
(i) =

−𝛃𝛃�𝐣𝐣
(𝐢𝐢)

𝐬𝐬𝐣𝐣𝛚𝛚𝐀𝐀𝐣𝐣
(𝐢𝐢)      (10) 
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The LARS algorithm for LASSO must meet the following conditions: 𝜑𝜑(𝑖𝑖) = 𝑚𝑚𝑖𝑖𝑛𝑛�  {𝛾𝛾𝑖𝑖
(𝑖𝑖)}

𝛾𝛾𝑖𝑖
(𝑖𝑖)>0

, if 𝜑𝜑(𝑖𝑖)does not 

have a value then 𝜑𝜑(i) = γ�(i), but if 𝜑𝜑(i) < γ�(i) stop the LARS process in this step, remove the variable 𝑗𝑗 from 
the calculation 𝛃𝛃�(𝐢𝐢+𝟏𝟏)  then, the value 𝜑𝜑(𝑖𝑖) becomes equal to the value of  γ�(i) and A+ = A − {j},  but if all the 
independent variables have entered, ignore this step.  

f. Renew value 𝛃𝛃�(𝐢𝐢+𝟏𝟏)and 𝛍𝛍�𝐀𝐀
(𝐢𝐢+𝟏𝟏) with 

𝛃𝛃�𝐣𝐣
(𝐢𝐢+𝟏𝟏) = 𝛃𝛃�𝐣𝐣

(𝐢𝐢) + 𝛄𝛄� (𝐢𝐢)𝛚𝛚Aj
(𝐢𝐢)𝐬𝐬𝐣𝐣 and 𝛍𝛍�𝐀𝐀

(𝐢𝐢+𝟏𝟏)with 𝛍𝛍�𝐀𝐀
(𝐢𝐢+𝟏𝟏) = 𝛍𝛍�𝐀𝐀

(𝐢𝐢) + 𝛄𝛄� (𝐢𝐢)𝐮𝐮𝐀𝐀
(𝐢𝐢)   (11) 

g. There is a data standardization so the 𝛃𝛃�LASSO  value will be returned to the actual data with the equation:  

 𝛃𝛃�LASSO(𝐢𝐢+𝟏𝟏)𝐣𝐣
∗ =

𝛃𝛃�LASSO𝐣𝐣
𝐢𝐢+𝟏𝟏

𝐎𝐎𝐜𝐜𝐚𝐚𝐒𝐒𝐞𝐞𝐣𝐣
 with 𝑆𝑆𝑐𝑐𝑚𝑚𝑆𝑆𝑒𝑒𝑖𝑖 = �∑ ∑ (𝑋𝑋ij − 𝑋𝑋𝑖𝑖)2𝑝𝑝

𝑖𝑖=1
𝑛𝑛
𝑖𝑖=1    (12) 

h. Calculate the statistical value of 𝐶𝐶𝑝𝑝𝑖𝑖+1 in equation (6)  
i. If 𝛃𝛃�LASSO

(𝐢𝐢) ≠ 𝛃𝛃�𝐎𝐎𝐎𝐎𝐋𝐋∗  returns to step (b) with i = i + 1. The iteration is carried out to a maximum of the amount 
of data, therefore the iteration i = 1,2, . . . , n  so that the value 𝛃𝛃�LASSO

(𝐢𝐢) = 𝛃𝛃�𝐎𝐎𝐎𝐎𝐋𝐋∗ . 
j. Look for the best model with the smallest C𝑝𝑝 value.   

 
2.8 Indonesian Foreign Exchange Deposit Data 
  
 Least Absolute Shrinkage and Selection Operator method regression to overcome multicollinearity problems in 
Indonesian Foreign Exchange Deposit data. The data used are independent variables and non independent variable. 
The non-independent variable is foreign exchange deposit (Y),  and the independent variables have four variables, 
namely net foreign assets (X1), net domestic assets (X2), net bills to the central government (X3), and bills to other 
sectors (X4).  
 
3. Result 
 
3.1 Ordinary Least Squares Method Parameter and Multicollinearity  

Based on equation (2), the ordinary least squares meethod parameter is obtained from Indonesian foreign 
exchange data which has been transformed using equation (4) for X∗ and Y∗ = Y − Y�, which is shown in Table 1: 

 
Table 1. OLS Parameter Value 

 
𝛃𝛃�𝐎𝐎𝐎𝐎𝐎𝐎 

β�OLS0 -2.21517E-14 

β�OLS1 -3.725070268 

β�OLS2 -25.33779207 

β�OLS3 5.07550663 

β�OLS4 32.39543664 
 
Multicollinearity shows the correlation between independent variables. indicators for knowing that there is 

multicollinearity in the data can use Variance Inflation Factor. If  𝑉𝑉𝐼𝐼𝐹𝐹 ≥ 10, there is a multicollinearity problem in 
Indonesian foreign exchange data. The VIF value in equation (5) using the SPSS Statistics 17.0 program can be seen 
in the following Table 2: 
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Table 2. Variance Inflation Factor Value 
 

Model Collinearity Statistics 
Tolerance VIF 

X1 0.121 8.248 
X2 0.002 419.722 
X3 0.070 14.224 
X4 0.003 369.514 

  
According to Table 2 above can be seen the independent variables X1, X2 and X3have 𝑉𝑉𝐼𝐼𝐹𝐹 ≥ 10 values which means 
that there are multicollinearity problems between independent variables.  
 
3.2 Analysis of Indonesian Foreign Exchange Deposit Data with LASSO Method  

 
Calculation of LASSO method for data is done using R Studio software. So that the LASSO coefficient 

estimator can be seen in Table 3 below: 
Table 3. LASSO Parameters  

 
𝛃𝛃�𝐎𝐎𝐀𝐀𝐎𝐎𝐎𝐎𝐎𝐎 

i β�1 β�2 β�3 β�4 

1 0 0 0 0 
2 0 2.436433394 0 0 
3 0 4.083652931 0 1.647219537 
4 0 0 1.026443672 5.404790046 
5 0 0 1.949173288 6.327519662 
6 -1.807590278 0 1.332465393 8.620270647 
7 -3.725070268 -25.33779207 5.07550663 32.39543664 

 
Based on Table 3 it can be seen in the iteration of i  =  4 variable X2 shrinks to 0 because it violates the LARS 

algorithm limiter on LASSO. The  β�LASSO value used transformed data, the value of β�LASSO is returned to the actual 
data with equation (12). The value of β�LASSO∗  in Table 4 is as follows: 

 
Table 4. Real LASSO Parameters 

 
𝛃𝛃�𝐎𝐎𝐀𝐀𝐎𝐎𝐎𝐎𝐎𝐎∗  

i β�1∗  β�2∗  β�3∗  β�4∗  
1 0 0 0 0 
2 0 0.013498285 0 0 
3 0 0.022624182 0 0.000674437 
4 0 0 0.021035528 0.002212935 
5 0 0 0.039945581 0.002590737 
6 -0.037538261 0 0.027307015 0.00352948 
7 -0.077358603 -0.14037599 0.104015412 0.013263973 

 
Table 4 is the coefficient value of the LASS parameter using the RStudio program. Next is choosing the best 

model using the Mallow’s 𝐶𝐶𝑝𝑝 statistic in equation (6) presented in Table 5 as follows: 
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Table 5. Mallow’s 𝐶𝐶𝑝𝑝 Value 
 

i Cp 
1 372.7238179 
2 192.6608913 
3 49.84910785 
4 33.56544442 
5 13.16500572 
6 11.32731788 
7 5 

 
 
Based on Table 5 the model that will be used is a model with the smallest Mallow’s 𝐶𝐶𝑝𝑝 value that is found in 

the iteration to i =  7. 
 

3.3 Model Regresi dari Metode LASSO Regression 

Based on Table 4 and Table 5 can be obtained the model of LASSO method as follows: 
Y� = −0.077358603X1 − 0.14037599X2 + 0.104015412X3 + 0.013263973X4 

The meaning of the model above is if net foreign assets increase by one trillion, the value of Indonesia's 
foreign exchange deposits will decrease by 0.077358603 or 7.7358603%. As with net domestic assets, if there is an 
increase of one trillion, the value of Indonesia's foreign exchange deposits will decrease by 0.14037599 or 
1.4037599%. Different from the net bill to the central government, if it experiences an increase of one trillion, the 
value of Indonesia's foreign exchange deposit will increase by 0.104015412 or 1.04015412%. While bills to other 
sectors, if there is an increase of one trillion, the value of Indonesia's foreign exchange deposits will increase by 
0.013263973 or 1.3263973%. 
 
4. Conclusions  
 

In this paper we have analyzed the LASSO method parameter can be specified with LARS algorithm which 
calculates correlation vector, the largest absolute correlation value, equiangular vector, inner product vector, and 
determines the LARS algorithm limiter for LASSO. The model of LASSO method as follows:  

 
Y� = −0.077358603X1 − 0.14037599X2 + 0.104015412X3 + 0.013263973X4 

 
Base on model if net foreign assets increase by one trillion, the value of Indonesia's foreign exchange deposits 

will decrease by 0.077358603 or 7.7358603%. As with net domestic assets, if there is an increase of one trillion, the 
value of Indonesia's foreign exchange deposits will decrease by 0.14037599 or 1.4037599%. Different from the net 
bill to the central government, if it experiences an increase of one trillion, the value of Indonesia's foreign exchange 
deposit will increase by 0.104015412 or 1.04015412%. While bills to other sectors, if there is an increase of one 
trillion, the value of Indonesia's foreign exchange deposits will increase by 0.013263973 or 1.3263973%. 
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