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Abstract  
 

The research studied the power on specified continuous distributions, namely Lognormal and Logistics distributions. 
Here, we derived the formula of the power of the Lognormal and Logistics distributions at least in two steps: (1) 
create sufficient statistic and rejection region for getting the bound of the area, and (2) derived the formula using the 
bound of the rejection area or using the basic concept of the definition of the power. To get the power and size, we 
here must define the hypothesis testing of the parameter shape in term of one-side hypothesis testing. This is due to 
the parameter shape are greater than zero. The Graphically analysed is given to make an easier interpretation, so a 
simulation is then given to figure their curve. R code is then used to compute and plot the curves. The result showed 
that Lognormal distribution depended on the degree of freedom n, bound of the rejection area and parameter shape (
σ ).  Moreover, we also noted that the curves of the power are sigmoid and they increase (more) faster (going to be 
one) on the small parameter shape (σ ) and large n. The size is constant and remain unchanged, and here the eligible 
size is 0.049 close to level of significance 0.05. So, we accepted this size as the minimum size (close to 0.05). In the 
context of the Logistics distribution, the result showed that the power of the Logistics distribution increase as the k 
increases, and the highestt curve occurs on large k (k=10), but not for  the σ . Generally, the size is constant and it 
does not significantly change the curve on several k.  Moreover, the size increase as the k increases. We noted here 
that the highest size occurs on k=10, and its value is around 1.0. This size is an impossible thing (not reasonable) to 
be used (far way from 0.05). However, we must choose the small size (less than 0.05), so we did not recommend 
this size. In this research, our target is to choose the maximum power and minimum size. 
 
Keywords 
Lognormal distribution, logistics distributions, the power function, hypothesis testing, R-code. 
 
1. Introduction  
In the statistics concept, there are three important concepts of the hypothesis testing in rejecting or accepting null 
hypothesis ( 0H ), namely (1) probability error type I ( )α , (2) a probability error type II ( )β  and (3) a power.  One 
of them, the power, is a significant method to test the testing on the parameter shape or scale. Due to this, we then 
studied the power of the hypothesis testing on Lognorml distribution. Following  Wackerly, et al. (2008), the power 
is defined as  a probability to reject 0H  under 1H  in testing hypothesis 0 0:H θ θ=  versus 1 0:H θ θ≠ , for  

parameter θ . Similarly, the size is then defined as a probability to reject 0H  under 0.H  
Many authors already discussed about the power in testing parameter shape on several distributions and or 
hypothesis testing, such as, Pratikno (2012) and Khan and Pratikno (2013), studied the power in testing intercept 
with non-sample prior information (NSPI). They used the probability integral of the cumulative distribution function 
(cdf) of the distributions to calculate the power. Moreover, Khan et al. (2016) used the power to compute the cdf of 
the bivariate noncentral F (BNCF) distribution in multivariate and multiple regression models. Here, we also noted 
that many authors, such as Khan (2003),  Khan and Saleh [2008,1997, 2001],  Khan and Hoque (2003), Saleh 
(2006), Yunus (2010), and Yunus and Khan [2007, 2011a, 2011b, 2011c], have contributed to the research of the 
power in the context of the estimator and hypothesis area. In the context of the hypothesis testing with NSPI on 
regression models, the BNCF distribution is used to compute the power using R-code. This is due to the 
computational of the probability integral of the probability distribution function (pdf) and cdf of the BNCF 
distribution are very complicated and hard. Here, we noted that the probability density function (pdf) and cumulative 
distribution function (cdf) really significant to use in computing the power and size function as well as on the 
Lognormal distribution. 
 
From the above previous research, we then focused to do the similar research in testing parameter shape on the 
Lognormal and Logistics distributions. There are basically four steps to compute the power and size, that are: (1) 
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create the sufficiently statistics, (2) determine the rejection area using uniformly most powerful test (UMPT) or most 
powerful (MP) test, (3) derive the formula of the power, and (4) use a simulation using generate data from R-code. 
In this paper, the introduction is given in Section 1. An illustration in computing of the power is given in Section 2. 
The formula and graphically analysis of the power in testing parameter on the hypothesis are obtained in Section 3. 
The conclusion is provided in Section 4. 
 
2. Method  
There are basically four steps to compute the power and size, that are: (1) create the sufficiently statistics, (2) 
determine the rejection area using uniformly most powerful test (UMPT) or most powerful (MP) test, (3) derive the 
formula of the power, and (4) use a simulation using generate data from R-code.  We have sometime the difficulties 
on the point (2), so we are then allowed to use the basic concept of the power, that is, a probability to reject 0H  
under 1H .  

 
3. Result  
3.1. An Illustration to Compute the Power  

Following previous research, we noted that the maximum  power and minimum size of the tests are used to get 
the eligible testing. Here, the power is defined as a probability to reject 0H  under 1H  in testing parameter shape 
(or scale) on the hypothesis. Detail of the power and size on some continuous distributions and testing coefficient 
parameters on the regression model are found Pratikno’s research. To illustrate the power function, we used case of 
the Binomial distribution, in testing 0 0: 0.3H p p= =  versus 1 : 0.3H p >  , with rejection area  

( ){ }1 2, ,..., : 4iR x x x Y= ≤  for several 3, 4,5m = . The formula of the power function of this distribution is then 

given as ( ) ( )
4

9
0 1 1 1 1

0
P reject H Under H : (1 ) ,y y

y

m
p p p p p

y
π −

=

 
= = = − 

 
∑ 3,4,5m = , and their simulation graphs are then 

given at Figure 1. 
 

 
Figure 1. The power of Binomial distribution  

 
From Figure 1, we see that the curve is sigmoid and tend to be one more faster for large m,  we here then choose the 
blue (m=5) as a suitable curve then others. This is due to they are quickly  to be one for small  p. Therefore, we 
recommend them as the significant curves of the power function on the Binomial distribution. 
 
3.2 The Graphs of the pdf and cdf of the Lognormal Distribution  
Following Walpole, et al. (2012), Bain and Engelhardt( 1992) and Lai and Balakrishnan (2009), the pdf of the 
random variable X of the Lognormal distribution is given as  
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( ) 2
2

1 ln
21( ; , ) , 0 (1)

2

x
f x e x

x

µ
σµ σ

πσ

−  −  
= ≥  with parameter µ−∞ < < ∞ , and 0 σ< < ∞  . The X  is 

then notated as  ( )2~ ,X LOGN µ σ . By taking ln of the equation (1), we get ( ) ( )2ln ~ , .X N µ σ  Furthermore, 

the cdf of the lognormal distribution of ( )2~ ,X LOGN µ σ  is written as  

( ) [ ] [ ] lnln ln         (2)X
xF x P X x P X x µ
σ
− = ≤ = ≤ = Φ 

 
where Φ  is the cdf of the normal standard, X  is random 

variable of the lognormal distribution, and ( )ln X  is random variable of the normal distribution. Using equation (1), 
(2) and R-code , the graphs of the pdf and cdf  are then produced in Figure 2.   
 

 
Figure 2.a.The pdf curve on several σ  

 

 
Figure 2.b.The cdf curve on several σ  

 
Figure 2. The pdf and cdf of Lognormal 

 
From Figure 2., it is clear that  the  µ  and σ  are significant in affecting the skew-ness of the curve.  The minimum 
curve is occurred  for  large  µ  and σ , it means the curve will be nearly normal. So, the skew-ness of the curves 
will be occurred for small  µ  and σ .   
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3.3 The Power and Size of the Lognormal Distribution  
Following the process in deriving the formula of the power function the Section 2 and the steps of the research 
method on several case of the  previous research, we then focused to conduct graphically analysis of the pdf, cdf and 
its power and size on lognormal distribution using the basic concept of the definition of the power. Here, we 
summarized the procedure  in deriving  the formula of the power as: (1) determine the sufficiently statistics, (2) 
create the rejection area using uniformly most powerful test (UMPT) or most powerful (MP) test, (3) derive the 
formula of the power of the lognormal distribution, and (4) finally, we  simulate the graphs of the power  using 
generate data on R-code. 

Using the equation (1), the join distribution of  1,..., nX X   is then given as.  
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=∑ ( )2~ ,N n nµ σ , is called sufficient statistics, with ( )sλ  is monotone likelihood ratio (MLR). 

Using UMP test in testing 0 0:H µ µ=  versus 1 0:H µ µ>  , we then reject 0H  when  

0
1

ln
n

i
i

x Z n nασ µ
=

≥ +∑ . Based on this  rejection area, we then  derive the formula of the power as follows 
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Using the equation (4), the graphs of the power function of the lognormal distribution at 0.05α =  are presented at 
Figure 3. 
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(b) n=25 

Figure 3.  The power curve of the lognormal 
 

Figure 3. showed that the curves decrease as the  σ  increase, and the curves tend to be more faster to one when the 
n increases. Thus, we concluded that both n and σ   significantly affect to the skew-ness of their curves.  We here 
also compute the values of the size with different *,α 0.01α = and 0.05 α = . Both size are constant, that are 0.10 
and 0.049. Here, we must choose the minimum size (usually close,  (alpha)α ) .  
From the simulation of the formula of the size,  it is clear that the minimum size is around 0.049 and occurred on 
alpha is 0.05, but not on alpha 0.01 (the size is around 0.10). It means that we prefer to choose the minimum size 
when alpha is 0.05. 

 
3.4 The Power and Size of the Logistics Distribution  
The power function of the Logistics  distribution in hypothesis testing 0 0:H µ µ=  versus  1 0:H µ µ> , under 

1H , is given by 
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Similarly, the size of the this distribution in testing  0 0:H µ µ=  versus  1 0:H µ µ> ,, under 0H , is given as 
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Using the equation (5) and R-code, we then produced the plots of the power of the Logistics distribution  at  Figure 4 
and Figure 5, respectively. 
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Figure 4. The power  when  1σ = , k =0,1,…,10 

 
Figure 5. The power  when  2σ = , k =0,1,…,10 

 
From Figure 4-5, we see that the shape of the power  depended on σ  and k. Here, we noted that the curves increase 
as the k increases, and the highest curve occurs on large k (k=10).  The power tend to be decrease as the σ  increase. 
We then conclude that both k and σ  really significant influenced to  the shape of  the  power of the curves.  
Similarly, we then used equation (6) and R-code to produce the plots of the size of the Logistics distribution, 
respectively. From the simulation, we got that all the values of the size are constant. Here, we note that the 
maximum size is 0.10 and the minimum size is 0.05 for both 1 and 2σ σ= = . In this simulation, the size depended 
on σ  and k, and it  increases as the k increases (for small k, k=1,  0.05α =  and the highest size occurs when 
k=10, 0.10)α =  , so it is an impossible (not reasonable) to be used (far way from 0.05). However, we must 
choose the small size (less than 0.05). Here, we have not got it yet, so we did not recommended this size. 
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Unlike previous research on some discrete or continuous distribution, here there is no specific distribution of the 
sufficiently statistics in finding the rejection area. We therefore derive the formula of the power using the Basic 
concept of the  definition of the power, that is, the probability to reject Ho  under  H1 . 

 
4. Conclusion  
The research studied the power and size of the hypothesis testing of the parameter shape on the Lognormal and 
Logistics distribution.  We here then determined and graphically analysed the power and size on these distributions. 
There are four steps to derive the power and size functions as follow: (1) determine the sufficiently statistics, (2) 
compute the rejection region, (3) derive the formula of the power, and (4) create the graphs using generate data. The 
curve of the power is sigmoid and the curve increase faster (to be one) for small parameter shape (σ ) and large n.   
In this research, the formula of the power is derived using at least the basic concept of the definition of the power. In 
this research, we  used definition of the power on testing  hypothesis of the parameter shape in term of one-side 
hypothesis. A simulation is then given to figure the power’s and size’s curve using R code. The result showed that 
Lognormal distribution depended on the degree of freedom n, bound of the rejection area, and parameter shape (σ ). 
Moreover, the size is always constant and remain unchanged, and here the eligible size is 0.049 close to level of 
significance 0.05. So, we accepted this size as the minimum size ( < 0.05). In the context of the Logistics 
distribution, the result showed that the power of the Logistics distribution increase as the k increases, and the 
highestt curve occurs on large k (k=10), but not for  the σ . Generally, the size is constant and it does not 
significantly change the curve on several k.  Moreover, the size increase as the k increases. We noted here that the 
highest size occurs on k=10, and its value is around 1.0. This size is an impossible thing (not reasonable) to be used 
(far way from 0.05). However, we must choose the small size (less than 0.05), so we did not recommend this size. 
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