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Abstract

Autism is a developmental disorder that is often identified by complications with social interaction and communication. Even though knowledge about it has increased and instruments such as the ADOS and ADI are available to assess the disorder, it is usually distinguished from observable symptoms, which makes it especially difficult to diagnose. A variety of concerns arise because of this issue, one of them being long-term symptoms, which can be mitigated with early screening and consequently early treatment. This research focuses on improving the diagnosis pipeline of autism by training and testing several state-of-the-art machine learning models with an Autism Spectrum Disorder dataset from the University of California, Irvine, and using machine learning methods to quantitatively identify the most significant indicators of autism in toddlers. We first designed a neural network classification model and Random Forests classification model, and then we trained/tested them to identify the presence of autism in toddlers. We also used feature selection through LightGBM parameter optimization to identify which physical characteristics are most significant in giving rise to autism. The outcome of this study was a highly accurate classifier for predicting the presence of autism and significant information on the importance of several physical characteristics in indicating autism. This enhanced diagnosis is critical as it leads to a more personalized and early-stage treatment, which can alleviate the effects of autism thereafter.
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1. Introduction

Autism Spectrum Disorder (ASD) (commonly known as “autism”) is a psychiatric disorder that restricts linguistics, cognitive, and social abilities of a person (Thabtah 2017). Nearly 1 in every 54 births is diagnosed with ASD, and about 1% of the entire world population suffers from it (The Autism Society, 2015). However, there is no known cause or cure for autism. As a result, parents of children with ASD often face a challenge of knowing whether their child has ASD, which makes diagnosing an autistic child early extremely difficult. Since symptoms of autism develop as a child grows, diagnostic tests performed on children ages 2-3 are less reliable than diagnostic tests on children performed when they are 4-5 years old (Moore and Goodson 2003). The worrisome part is that early diagnosis is key for an autistic person to achieve their milestones in life (Skibitsky 2019). Consequently, this paper uses machine learning techniques to unveil the characteristics in infants that correlate to ASD diagnoses to make early diagnoses more predictable.

This research project expands on previous research by Fadi A. Thabtah that aimed to improve ASD screening using a machine learning approach (Thabtah 2017). To build upon the results, we utilized different state-of-the-art machine learning models and optimization techniques, leading to an improvement in the performance of the classifiers. Utilizing a dataset from the University of California, Irvine, we trained machine learning models to predict the presence of ASD by creating neural networks and random forests, while also optimizing their hyperparameters to quantitatively identify the optimal combination of hyperparameters for each model. With this approach, we can achieve an improved performance of our machine learning models. In addition, we used feature selection through LightGBM parameter optimization to calculate importance scores for each predictor variable (also
referred to as feature), therefore revealing which physical characteristics are the most significant indicators of ASD in toddlers.

This paper will be organized into the following sections: Section II offers a detailed description in the dataset used in this research. Next, section III outlines the methodology and experimentation performed. Lastly, sections IV and V will discuss the results/conclusions of our work and potential directions for future work.

1.1 Objectives

The first research objective was to develop a highly accurate machine learning model that uses physical characteristics of toddlers to predict the presence of ASD. The second research objective was to quantitatively identify which physical characteristics are the most significant indicators of ASD in toddlers.

2. Literature Review

The detection of ASD using machine learning has been a prevalent interest in the field of ASD research. In this problem, the high-level objective is to use computational techniques to identify patterns in a dataset that can aid in developing an equation that takes a certain set of inputs to produce an appropriate output. This requires two main materials: 1) a dataset of characteristics/classifications of patients with and without ASD, and 2) a computational algorithm that manipulates itself based on its error in classifying an output based on a set of inputs, thereby “fitting” the data and eventually learning to classify an output with a certain degree of accuracy. The exact degree of accuracy depends on several factors, including the amount of training data, the integrity of the statistical relationship between the inputs and outputs, the learning mechanism of a certain machine learning algorithm, and more.

One approach to the detection of autism through machine learning has been to use Convolutional Neural Networks (CNNs), which are complex multi-stage algorithms that are designed to classify images through 2D numerical matrix representations. In this context, they have been used to interpret brain CT scans to classify whether it is highly characteristics of autism with a >90% accuracy, and in a more unorthodox sense, they have been modified to interpret tabular data and classify autistic individuals with a >95% accuracy (Lingyu et al. 2019; Raj and Masood 2020). Researchers have also attempted to create CNN models that are more efficient by employing less trainable parameters to reduce computational expense, however this has generally resulted in a sharp decrease of accuracy to ~70% (Sherkatghanad et al. 2020; Li et al. 2018). This presents an inherent issue with using CNN architectures that can be improved upon.

Another approach to the detection of autism using machine learning is using tabular data and standard machine learning models that interpret 1D characteristics data in order to predict autism. For instance, data from patients’ responses to the Autism Quotient 10 test for adults have been used in coordination with standard state-of-the-art machine learning models such as Regression Trees, Support Vector Machines, and K-Nearest Neighbor Classifiers to classify adults/adolescents with autism with a ~90% accuracy (Altenejji et al. 2020; Omar et al. 2019; Chowdhury and Iraj 2020; Varshini and Chinnaiyan 2020). The Autism Quotient 10 test is the research standard for tabular data collection, as they are questions specifically designed to identify traits that may or may not be associated with autism. However, the Autism Quotient 10 test itself has found to be inaccurate and unreliable when interpreted manually by physicians (Taylor et al. 2020; Jia et al. 2019). More specifically, although the Autism Quotient 10 test questions are still strong ASD-indication questions, their manual interpretation by human physicians may lead to an inaccurate diagnosis. This suggests that machine learning is an especially important tool in detecting ASD using such behavioral characteristics, and it increases the urgency for research that increases the accuracy of machine learning models beyond the ~90% in current research. Note that current research focuses on a wide range of ages, from toddlers to adults. For this study, we decided to focus on toddlers because early therapeutic intervention at that young of an age will lead to improved long-term outcomes compared to an adult detected to have ASD.

In terms of feature selection, much less work has been performed regarding which physical or behavioral characteristics are most significant in giving rise to autism. According to our research, basic standard feature selection methods such as Information Gain and Chi Square Testing and basic statistical analysis such as heat map analysis have been used to identify which physical/behavioral features are most significant and which are negligible in detecting ASD (Thabtah et al. 2019; Hossain and Kabir 2019; Varshini and Chinnaiyan 2020). Therefore, there is an urgent need for further work to be done regarding feature selection to more reliably rank features associated with ASD.

In summary, significant research has been performed regarding the use of machine learning techniques in predicting ASD, however much less has been performed regarding feature selection. For the former, several methods such as CNNs, Support Vector Machines, and more have been experimented with to identify which method
is best for detecting ASD in several age groups. However, the efficiency and accuracy of these machine learning models have a large room for improvement. For the latter, only basic statistical analysis techniques have been used to gain insight into the significance of several features, leaving lots of room more advanced techniques to more accurately rank features. Therefore, in this study we focus on using state-of-the-art machine learning techniques and optimization techniques to maximize classification accuracy, and on using these techniques to rank features according to significance in predicting ASD.

3. Methods

3.1 Dataset

To train machine learning models to predict the presence of ASD in toddlers, we first needed a dataset that contained records of physical attributes of toddlers and whether they had ASD.

The dataset used in this research, which was obtained from Kaggle.com, an open-source repository for machine learning datasets, is an Autism Spectrum Disorder dataset from the University of California, Irvine (Thabtah 2018). We verified with the dataset license that we were permitted to use the dataset in our research context. It contains significant features tested during the autism screening of toddlers. With 1054 records, the dataset includes 18 variables pointing to different attributes, 10 of these being questions to determine if the toddler has ASD, which are represented by items A1 through A10 in the table below. These 10 questions are from the clinical-standard Autism Quotient 10 test for toddlers (Booth et al. 2013). For items A1 through A9, if the response was “Sometimes”, “Rarely”, or “Never”, a value of 1 was assigned, and a value of 0 was assigned for the opposite. However, for question A10, an answer of “Always”, “Usually”, or “Sometimes” was assigned a value of 1. These question values are added up and the score is represented by the Qchat 10 Score. A score of over 3 points would mean that the toddler has a high potential for showing ASD traits. A score of 3 or less points to no observable ASD traits. The remaining items represent specific traits of each toddler that are helpful in determining which variables affect the presence of ASD. These 10 questions and all the other values, except the Qchat 10 score, represent the predictor variables to help determine if a toddler exhibits ASD traits. The Qchat 10 score is the response variable as it is calculated using the other variables. The description of each predictor variable and the response variable is presented in Table 1.

Table 1. Description of Predictor/Response Variables of ASD Dataset

<table>
<thead>
<tr>
<th>Variable Code</th>
<th>Variable Type</th>
<th>Description</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case_No.</td>
<td>N/A</td>
<td>The number of the toddler patient in the dataset</td>
<td>1-1054</td>
</tr>
<tr>
<td>A1</td>
<td>Predictor</td>
<td>Does your child look at you when you call his/her name?</td>
<td>0, 1</td>
</tr>
<tr>
<td>A2</td>
<td>Predictor</td>
<td>How easy is it for you to get eye contact with your child?</td>
<td>0, 1</td>
</tr>
<tr>
<td>A3</td>
<td>Predictor</td>
<td>Does your child point to indicate that s/he wants something? (e.g., a toy that is out of reach)</td>
<td>0, 1</td>
</tr>
<tr>
<td>A4</td>
<td>Predictor</td>
<td>Does your child point to share interest with you? (e.g., pointing at an interesting sight)</td>
<td>0, 1</td>
</tr>
<tr>
<td>A5</td>
<td>Predictor</td>
<td>Does your child pretend? (e.g., care for dolls, talk on a toy phone)</td>
<td>0, 1</td>
</tr>
<tr>
<td>A6</td>
<td>Predictor</td>
<td>Does your child follow where you’re looking?</td>
<td>0, 1</td>
</tr>
</tbody>
</table>
Note that for each question, there were 5 possible answers, with each answer representing a varying degree of agreement with the question’s assertion. For example, if the question is “Does your child look at you when you call his/her name?”, the answer choices are “Always”, “Usually”, “Sometimes”, “Rarely”, or “Never”. Each question has a specific set of 5 answers that appropriately fits the question. For questions A1-A9, if the response was one of the three answers representing the three lowest degrees of agreement, the response was mapped to a 1. However, if the response was one of the two answers representing the two highest degrees of agreement, the response was mapped to a 0. For Question A10, if the response was one of the three answers representing the highest degree of agreement, the response was mapped to a 1. However, if the response was one of the two answers representing the two lowest degrees of agreement, the response was mapped to a 0. Note that this data mapping was performed by the authors of the dataset, not the authors of this paper (Thabtah 2018).

### 3.2 Machine Learning Model Implementation

All procedures done in this study were completed using the Python programming language, the Google Colaboratory development environment, and the sklearn machine learning library. Before any of the following procedures were performed, a seed of 7 was set in our programming environment to ensure reproducibility.

To train machine learning models, a training set and testing set had to be developed (Shah 2017). Thus, we programmatically split the dataset such that a random 20% was designated for testing, and the other 80% was designated for training. Whether a patient was put into the testing or training set was randomized.

Before developing any machine learning models, a baseline had to be set to evaluate the ability of our model to fit the data (Li et al. 2020). To set this baseline, an XGBoost classifier was designed, and trained using the training data. The XGBoost classifier achieved an accuracy of 97.04%, which was our baseline used to evaluate the neural network and random forests algorithm.

An XGBoost Classifier works by implementing a simple Decision Tree algorithm and applying extreme gradient boosting to increase the accuracy of the model. On a high-level, a Decision Tree works by evaluating each feature in a dataset using a loss function and choosing the best feature (the feature that minimizes this loss) to split the observations in the training process into different “branches”, where new nodes (or “predictors”) are created at the ends of these branches for more features to be evaluated. Depending on how a feature is evaluated, a predictor can either split into another predictor or make or decide on a classification for the set of inputs. In XGBoost, each
new predictor in the decision tree is fit on the pseudo-residuals of the previous predictor, but the unique aspect of XGBoost is that it uses second-order gradients and advanced regularization within its boosting framework to achieve greater stability and more accurate classifications (Chen and Guestrin 2016). Please refer to (Chen and Guestrin 2016) for a more detailed explanation on how XGBoost works and how Decision Trees work. The reason we chose XGBoost is because since its proposal, it has become the research standard for baseline model development. We used the default hyperparameters for an XGBoost model provided by the sklearn library.

Once our baseline was acquired, a neural network classifier and random forests classifier was designed. A four-layer perceptron model was first designed, a diagram of which is shown in Figure 1.

![Figure 1. Visual representation of the multilayer perceptron designed in this study](image)

How a multilayer perceptron works is through taking in a set of inputs and multiplying each input by a set certain initially randomized weights (represented by the lines connecting a node from one layer to a node from the next layer). These products are inputs into the next layer of nodes (one product to one node), which is called a hidden layer. Hidden layer nodes transform weighted sum of the products (a.k.a. weighed inputs) through a non-linear activation function, such as ReLU or SoftMax. These activation functions decide the threshold at which a node is “activated” (in other words, in a non-linear context activation functions decide how significant an output will be). Such transformations are then multiplied again by the weights connecting the hidden layer to the next layer, and the process continues in the next layer. Finally, each value is inputted into the output layer, in which the output of the node is the output of the model itself (in this context, 0 or 1 depending on whether the model believes a patient has ASD). The output layer almost always uses a step-based activation function to produce a value of 0 or 1, which is appropriate for binary classification tasks. In the learning process, the model’s output is compared to the ground truth output, and an error is calculated. For binary classification tasks, the error is 0 or 1. This error is then used as an input into a “backpropagation” function that changes the weights of the network architecture to minimize the error. For this type of perceptron, Gradient Descent is almost universally used as a backpropagation function, and thus it was used in our model as well (Hastie et al. 2008).

The first layer was set to take 10 inputs (due to there being 10 used predictor variable values per patient), and the activation function was Rectified Linear Unit (ReLU). The second and third layer were also set to have ReLU activation, but the fourth layer was set with a Sigmoid activation function to produce a classification of 0 or 1 for a patient regarding their clinical autism status. The neural network was compiled using the binary cross entropy loss function (Gradient Descent uses the loss function to operate on the error and calculate how to change weights).
and the Adam optimizer (optimizer functions are used to change the weights). The network was also trained using a batch size of 10 (the number of samples to classify before updating weights) and 150 epoch iterations (an epoch is a full training iteration through a dataset by the neural network). Once the model was trained, it was evaluated using four evaluation metrics discussed in Section 3.1. The results of training and testing this model are discussed in the Results section, and based off these results, it was concluded that no optimization of the neural network was necessary because the network not only outperformed the baseline, but perfectly classified all patients in the test set. We anticipated using a Grid Search optimization technique to find which combination of hyperparameters was best suited for this classification task, but due to the performance of the initial neural network it was decided that the Grid Search step was unnecessary. The hyperparameters for the model (batch size, no. of epochs, no. of hidden layers, etc.) were chosen through simply estimating what would be appropriate, as they are all relatively standard values for neural networks of this scope, and we anticipated that they would likely change through Grid Search optimization anyways. The reason we chose to use a neural network in the first place is because they are uniquely strong at tolerating noisy and meaningless data, which was beneficial for this task because of the inherent variability and inevitable mistakes in how a certain individual responds to questions on the Autism Quotient 10 test compared to other individuals.

How the Random Forest algorithm works is through designing several decision trees and having the output class be the mode of the classes of the decision trees. This helps prevent the overfitting that is common when decision trees are met with noisy data. Random Forest models use a method called “bagging” where random samples of the training set are used to fit individual trees. Random Forest models also employ a modified learning mechanism where a random subset of features is selected to be considered at each split in the decision tree process to decorrelate the decision trees. By doing this, the phenomenon of the decision tree hierarchy only considering a few highly indicative features is prevented. In addition, we employ a specific type of Random Forest algorithm that uses Gradient Boosting, where each tree is built one at a time instead of each tree being built independently, which allows for weak learners at the top of the decision tree hierarchy to be improved by learners further along the hierarchy. Further, a Gradient Boosted Random Forest model does not find its output by calculating the mode of the outputs of the individual decision trees after they are all built, but it decides the collective output of decision trees along the way, as more trees are being built (Hastie et al. 2008). We decided to use a Gradient Boosted Random Forests model because they are uniquely strong at overcoming imbalanced data and can strongly reduce overfitting compared to other models. In this sense, a Gradient Boosted Random Forests model is very similar to XGBoost, however the difference is that Random Forests builds each tree independently while XGBoost trains one tree at a time (Hastie et al. 2008).

Our Gradient Boosted Random Forest model was designed to use a “deviance” loss function, a learning rate of 0.01, and an estimator count of 1000. These were chosen since they are the default values set by the sklearn library. Then, the model was evaluated again using the four evaluation metrics discussed in Section 3.1. Based on the slight inaccuracy of the model (See Results section), it was decided that optimization via Grid Search would be valuable to perform. Grid Search works by fitting a model for every possible combination of hyperparameters specified and returning the model that has the highest average accuracy when trained/tested using a 5-fold cross validation method as the “optimized classifier”. A diagram of our Grid Search workflow is shown in Figure 2.

![Figure 2. Visual diagram of Grid Search workflow](image-url)
We decided to optimize four model hyperparameters, as shown in the diagram. Our specified possibilities for each hyperparameter were chosen arbitrarily, which resulted in 320 candidates, each one having a unique combination of the specific hyperparameters. Each one was then trained/tested using a 5-fold cross validation method, and the optimal classifier was returned. The Grid Search was performed using the standard GridSearchCV function in sklearn. Once the Grid Search was complete, the optimal classifier was returned and we re-evaluated it using the metrics described in Section 3.1 to compare it against the non-optimized model. The results of training and evaluating this optimal classifier are discussed in the Results section.

3.3 Feature Selection

This section will describe the methodology used to identify which features were most significant in giving rise to autism. On a high level, the process consisted of developing a hyperparameter optimization function, developing a shuffled K-Fold function, using these functions to develop and optimize a LightGBM Regressor model, and extracting the feature importance scores calculated by the model function.

First, a hyperparameter optimization function was developed that used LightGBM parameter optimization to calculate the optimal values for all hyperparameters for a LightGBM Regressor model. Then, a Shuffled K-Fold Cross Validation function was developed that took the calculated hyperparameters and trained/tested two LightGBM Regressors over 5 folds (one regressor to track importance split scores of each feature, the other to track importance gain scores of each feature) to calculate Out-Of Fold Mean Absolute Error scores, importance split scores (the importance of a split in the Decision Tree hierarchy), and importance gain scores (the importance of the gain made at a split) for each feature. Note that for each fold in the Shuffled K-Fold function, the importance split/gain scores calculated at each fold were aggregated to achieve a total importance split/gain score. We did this to reduce the statistical bias associated with only using one fold (in other word, only one combination of training/testing data). Also note that each LightGBM Regressor model was initialized using the calculated hyperparameters. The specific way in which these functions were used to acquire the quantitative significance of each predictor variable is discussed in Section 4.2.

Note that a LightGBM Regressor is simply a Gradient Boosted Decision Tree, where Decision Trees are produced and fit to correct the errors made by a previous Decision Tree, thereby creating an ensemble of Decision Trees. Each Decision Tree is fit using a gradient descent loss optimization algorithm. A LightGBM Regressor is very similar to XGBoost, however the key difference is that the LightGBM Regressor performs regression instead of classification and that the LightGBM Regressor employs leaf-wise tree growth whereas XGBoost employs level-wise tree growth. Thus, XGBoost would finish expanding each node in a certain part of the Decision Tree hierarchy, whereas LightGBM would not wait for each node in that part to expand before expanding nodes in a subsequent level of the hierarchy, thereby reaching maximum depth (maximum number of levels allowed in the Decision Tree hierarchy) in a different manner (Ke et al. 2017). Please refer to (Ke et al. 2017) for a more in-depth and technical explanation. The reason we used a LightGBM Regressor in this case was so that we could employ the LightGBM parameter optimization algorithm.

4. Data Collection

This section will describe how the performance of each model was calculated, and how the results data were collected using the developed feature selection methods.

4.1 Machine Learning Model Evaluation

First, each trained model was used to predict the classes of all patients in the testing set. Then, these predictions were compared to the ground truth classes of all patients in the testing set using the following four metrics.

The first metric is a Recall Score. A Recall Score is the ratio of the number of true positives to the sum of the true positives and false negatives. Therefore, a Recall Score represents the ability of the model to identify positive samples as positive (“positive” referring to patients who have autism, “negative” referring to patients who do not). The next metric is a Precision Score. A Precision Score is the ratio of the number of the true positives to the sum of the true positives and false positives. Therefore, a Precision Score is slightly different from a Recall Score, as the Precision Score more closely represents the ability of the model to not classify a negative patient as positive. The third metric is an F-1 Score, which is the ratio of the product of the precision and recall to the sum of the precision and recall, and this ratio is multiplied by two. Therefore, an F-1 Score represents the weighted average of the precision and recall. Lastly, an Accuracy Score was used, which is simply the ratio of the number of correct
classifications to the number of total classifications performed (Exsilio Solutions 2016). The reason that all four metrics were used is because they collectively give a comprehensive look at the model’s performance - for all four metrics, the most ideal value is 1, and the least ideal is 0.

4.2 Feature Selection Results Calculations

To calculate the significance of each predictor variable, the first function described in Section 3.3 was first used to run 150 rounds of LightGBM parameter optimization, which returned the hyperparameters identified as creating the optimal LightGBM Regressor for this problem. Then, the second function described was used with these calculated hyperparameters as an argument to calculate the three scores mention in Section 3.3. These scores were then used to calculate an overall importance score for each feature - the importance score was equated to the natural logarithm of the product of the importance split and importance gain scores. Thus, for each feature, an importance score was calculated, with a higher value corresponding to a more significant feature. The features were then ranked from highest significance to lowest, thereby returning a list of the most important to least significant feature and their respective relative importance score.

5. Results and Discussion

5.1 Numerical Results

This section will present the numerical results gathered throughout the course of this study and the appropriate inferences we drew. Firstly, Table 2 presents the performance of the baseline XGBoost model, relative to which the neural network and random forest models were evaluated.

Table 2. Performance of Baseline XGBoost Model

<table>
<thead>
<tr>
<th>XGBoost performance characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean accuracy</td>
<td>97.04%</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>1.78%</td>
</tr>
</tbody>
</table>

It was inferred from Table 2 that the quantitative pattern between the predictor variables and whether a subject toddler had ASD was very clear, since the baseline XGBoost model performed very well. It was also inferred from this data that the neural network and random forests model would also perform very well, since the high performance of the baseline model suggests that state-of-the-art algorithms such as neural networks and random forests should also perform well.

Table 3 presents the performance of the neural network and pre-optimized/optimized random forests model. Note that the neural network model was not optimized because, as seen in Table 3, it achieved a perfect validation fit without optimization.

Table 3. Evaluation Metric Performances of Each Model on Testing Set Patients

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall Score</th>
<th>Precision Score</th>
<th>F1 Score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural Network</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Random Forest Classifier (Pre-Optimization)</td>
<td>98.10%</td>
<td>98.15%</td>
<td>98.09%</td>
<td>98.10%</td>
</tr>
<tr>
<td>Random Forest Classifier (Post-Optimization)</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

It is evident from Table 3 that the neural network model performed slightly better than the random forest classifier pre-optimization, although both performed very well. It is also evident that the neural network model performed perfectly on the testing set, which is not surprising considering the very high accuracy of the baseline XGBoost model. The optimization of the random forest model using Grid Search increased accuracy marginally, although there was not much increase that could be done due to the already very high accuracy of the random forest classifier pre-optimization. After optimization, the random forest model achieved a perfect performance on the testing set.
From this part of our research, we fulfilled the first research objective by developing two highly accurate machine learning models to predict the presence of ASD in toddlers using only physical characteristics. We experimented with two types of models and a hyperparameter optimization technique in order to increase the likelihood that a highly accurate classifier was achieved, but it is evident from the results that this was not entirely necessary because of the already high performance of both models.

Table 4 presents the most significant findings in this study, which are the most significant features in giving rise to autism. Table 4 presents this information as a table of the calculated importance scores of the 10 most important features.

Table 4. Calculated Importance Scores of 10 Most Important Features

<table>
<thead>
<tr>
<th>Feature</th>
<th>Importance Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>A4</td>
<td>7.828181</td>
</tr>
<tr>
<td>A6</td>
<td>7.821073</td>
</tr>
<tr>
<td>A9</td>
<td>7.818744</td>
</tr>
<tr>
<td>A1</td>
<td>7.679076</td>
</tr>
<tr>
<td>A7</td>
<td>7.266456</td>
</tr>
<tr>
<td>A5</td>
<td>7.108156</td>
</tr>
<tr>
<td>A2</td>
<td>6.830066</td>
</tr>
<tr>
<td>A8</td>
<td>6.414015</td>
</tr>
<tr>
<td>A3</td>
<td>5.133795</td>
</tr>
<tr>
<td>A10</td>
<td>4.908389</td>
</tr>
</tbody>
</table>

It is evident from Table 4 that out of the most Qchat 10 test that the most ASD-indicative questions are: “Does your child point to share interest with you? (e.g., pointing at an interesting sight)”, “Does your child follow where you’re looking?”, and “Does your child use simple gestures? (e.g., wave goodbye)”. This inference was reached because these three questions were calculated to have the highest importance scores, all averaging ~7.82. It is evident that the least ASD-indicative questions in the Qchat 10 test was “Does your child point to indicate that s/he wants something? (e.g., a toy that is out of reach)” and “Does your child stare at nothing with no apparent purpose?” as they had the lowest importance scores out of the 10 questions, with scores of 5.133795 and 4.908389, respectively. It is also noted from the table that the 10 most importance predictor variables are also the 10 questions in the Qchat 10 test – not one of the variables that was not one of the Qchat 10 questions was also one of the 10 most significant predictor variables. This suggests that only behavioral characteristics and not inherent physical characteristics are the strongest indicators of ASD. This phenomenon is discussed further in Section 5.2.

5.2 Graphical Results

Figure 3 presents the importance scores of each predictor variable in a comparative bar graph format. The y-axis is the predictor variable’s designated code, and the x-axis is the importance score of that predictor variable.

![Figure 3](https://example.com/figure3.png)

Figure 3. Bar graph representation of the calculated importance scores of each predictor variable (feature) included in training/testing models

Figure 3 not only reiterates the inferences drawn from Table 4 in Section 5.1, but it leads to new inferences regarding the importance of features that were not Qchat 10 questions. It is evident from Figure 3 that all the
features that were not Qchat 10 questions had a negative importance score, which means that the product of the importance split and importance gain scores must have been less than 1, because only in that condition would the natural log of this product (a.k.a. the overall importance score) be negative. This suggests that those features (the presence of Jaundice, ethnicity, and age) have a statistically insignificant role in indicating ASD. It is also evident from Figure 3 that the importance scores of the Sex and Family_mem_with_ASD features had an importance score of 0, which means that the product of the importance split and importance gain scores must have been 1, because only in that condition would the natural logarithm of this product be 0. This suggests that the Sex and Family_mem_with_ASD features are slightly more significant than the Jaundice, Ethnicity, and Age_mons features, but are still much less significant than any of the Qchat 10 questions. Therefore, the statistical significance of the Sex and Family_mem_with_ASD features may not be negligible but is still very small.

From these results it can be inferred that in order to predict the presence of ASD in toddlers, the Qchat 10 questions are the most indicative in the order described in Table 4, the Sex and Family_mem_with_ASD features are much less indicative but may not be negligible, and the Jaundice, Ethnicity, and Age_mons features are very likely statistically insignificant. From the work leading to Table 4 and Figure 3, we fulfilled our second research objective by quantitatively identifying which physical characteristics are the most significant indicators of ASD in toddlers.

5.3 Proposed Improvements

There are several directions for improvement that can be taken in future work. Firstly, clinical testing can be performed using machine learning models to further validate the real-world efficacy of machine learning in detecting autism in toddlers. Further, other machine learning models could be experimented with by only using the most important features, thereby elucidating whether accurate classifiers can be achieved with less data. In addition, other methods of feature selection can be used such as the Fisher’s score or Pearson’s Correlation Coefficient in order to validate our results. In addition, further research into exactly why certain questions is more indicative of autism than others can be done, to reveal potentially unknown characteristics of autism in general. Thus, this work is significant in facilitating further research and improvement in the field of autism study.

6. Conclusion

In this study, novel research is performed regarding the detection of autism in toddlers. First, machine learning models were designed and optimized to achieve high performance in being able to detect autism in toddlers using physical, non-invasive data. Further, computational methods are used to quantitatively determine the importance of each physical feature.

There are several notable takeaways from this work. First, it was observed that the standard neural network and optimized random forests model both achieved perfect fits on the testing set. This led us to conclude that standard machine learning models are sufficient to act as a reliable clinical decision justification system in the diagnosis of autism in toddlers. The most significant aspect of our work and the aspect that is a unique research contribution is the quantitative evaluation of the importance of the physical features used to detect autism. As discussed in Sections 5.1 and 5.2, we quantitatively identified the most to least significant features and drew inferences regarding the relation between physical characteristics and the presence of ASD.

This information is significant because it is useful for clinicians to properly analyze results in order to determine whether a child has autism. Knowing, for example, that question A4 is significantly more indicative of ASD than question A10 or that the presence of Jaundice in a child has almost no statistical indication of ASD will be useful for helping a clinician make a more accurate and informed diagnosis for a child. Therefore, highly useful information for pediatricians that make autism diagnoses is uncovered in this study.

Through or methodology, data collection, and analysis, we fully achieved both of our research objectives. We developed two highly accurate machine learning models to detect ASD in toddlers using only physical characteristics, and we quantitatively identified the physical characteristics that are the most significant indicators of ASD in toddlers.
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